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Foreword

Ladies and gentlemen, colleagues and friends,

I am honoured to open the joint conference Agrarian Perspectives XXI. + 131 EAAE
Seminar on behalf of the Scientific Committee. The conference Agrarian Perspectives has
been traditionally organized by the Faculty of Economics and Management at the Czech
University of Life Sciences since 1991. This year, the conference has already reached its 21st
anniversary.

During the past two decades the conference has gradually evolved. What has, however,
remained unchanged is the essence of this event driven by the common interest of scholars to
better understand the issues related to countryside and rural areas. In comparison with the
early years when the focus on the Czech context prevailed, the Conference has gained an
international character. This year is the conference organized as a joint event with 131* EAAE
Seminar.

The Agrarian Perspectives and EAAE Seminar attracts scientists from a variety of social and
economics disciplines. However, the major ones include agricultural economics. The theme of
the Agrarian Perspectives and EAAE Seminar refers to innovation in terms of the agricultural
innovation system (AIS) concept, i.e. as improvements of economic and social significance
that are of a technical, managerial (organisational), institutional or policy nature, often
involving their combination.

The presented collection of papers has resulted from careful evaluation (double-blind peer
review) to ensure that they match the scope of the conference and meet the criteria of
topicality and adequate academic standards. Papers of 77 participants from 14 different
countries have been selected on this basis, and included in the proceedings that have already
been published as part of the official conference programme. The book of proceedings is
divided into five thematic parts that correspond with the conference topics — (1) Assessing
innovation processes that improve the competitiveness of agriculture and food industry;
(2) Assessing the role of innovation in improving the economic viability of rural areas;
(3) Assessing the importance of innovation for greening agriculture and environmental
conservation; (4) Discussing institutions of innovation; and (5) Evaluating the
effectiveness and efficiency of policies promoting innovation (research, transfer of
knowledge, investment, education), conflict or complementarity of policies.

I am taking this opportunity to express my thanks for the work of all the people, who took part
in the organization of this event, particularly the members of the Programme Committee, my
colleagues and professional partners, and also the academic staff of the Faculty.

Professor Jan Hron
Head of the Programme Committee
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Assessing dynamic efficiency of the Spanish construction sector
pre- and post-financial crisis

Magdalena Kapelko™", Alfons Oude Lansink®, Spiro Stefanou
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Abstract: This paper estimates dynamic efficiency in the Spanish construction industry
before and during the current financial crisis over the period 2001-2009. Static efficiency
measures are biased in a context of a significant economic crisis with large investments and
disinvestments as they do not account for costs in the adjustment of quasi-fixed factors. The
results show that overall dynamic cost inefficiency is very high with technical inefficiency
being the largest component, followed by allocative and scale inefficiency. Moreover, overall
dynamic cost inefficiency is significantly larger before the beginning of the financial crisis
than during the financial crisis. Results also show that larger firms are on average less
technically and scale inefficient than smaller firms, but have more problems in choosing the
mix of inputs that minimizes their long-term costs. Firms that went bankrupt, on average have
a higher overall dynamic cost inefficiency and scale inefficiency than firms that did not go
bankrupt.

Keywords: dynamic efficiency; construction sector

1. Introduction

A competitive sector often depends on its firms meeting their production potential and
minimizing waste. Focusing on the growth in returns to factors employed, more competitive
firms are able to attract resources away from less competitive firms. Sustaining
competitiveness over the long run involves attention to growth prospects associated with the
innovations needed to keep pushing the competitive envelope, and the efficiency gains needed
to ensure that implemented technologies can succeed. The construction sector in both
emerging and mature economies is a classic case in point. In most cases, the expansion a
nation’s economic fortunes are fueled by the construction sector. The sector draws on a



significant capital base as well as being an economy’s significant employer and an important
contributor to the nation’s GDP.

Spain has the largest construction sector among the EU countries (Eurostat). Until
very recently, the Spanish construction sector enjoyed a period of constant growth, reaching a
10% share of national GDP in 2006, which is twice the overall comparable figure for the EU,
and employing 2.9 million persons (13% of the labor force). During the last decade, the
expansion of this industry was a driving force behind the Spanish economic growth. Until
2007, Spain was recording higher annual new home construction completions than France,
Germany and Italy combined. In the face of rising interest rates, oversupply, oversize, stricter
lending conditions, and the emerging global financial crisis, Spain’s construction industry
collapsed in 2007 with many firms exiting the sector (Spanish Ministry of Public Works and
Transport; Bielsa and Duarte, 2010). The construction downturn negatively impacted on both
output and employment and both of them contracted by about one third through the end of
2009 (Eurostat). Given this sector’s central role in promoting Spain’s competitiveness and
economic growth, this study focuses on the construction sector’s economic performance.

Figure 1 presents the pattern of construction permits granted and construction
completion between 2001 and 2010. The emerging crisis is clearly foretold during 2006 by
the building permits granted which is a leading economic indicator of macroeconomic
performance. Conversely, the pattern of construction completion presents a lagging indicator
of economic performance. Several economic policy levers are available to stimulate this
sector’s economic activity. Examples include monetary policy impacting interest rates
changes, banking policies that can impact mortgage activity, zoning regulation, investment in
amenities complementing building activities (such as green space, entertainment
opportunities).
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Fig.1. Pattern of construction starts and finishing rates.
Source: elaborated based on the information from the Spanish Statistical Office

The economic performance of the construction sector is the focus of considerable
work. Using a growth accounting approach with country level data, Abdel-Wahab and Vogl
(2011) compare the Germany, France, UK, USA and Japan constructions sectors over 1990-
2005. These analyses suggest this sector growth lags behind the growth in all industries, with
Germany and Japan presenting negative growth rates in construction. Li and Liu (2010) find
the productivity of the Australian construction sector over 1990-2007 is modest at 1.1%;
however, wide fluctuations are observed over time and by different Australians states. In
contrast, productivity growth in the Chinese construction sector presents wide differences



across regions with an industry average of 4.25% annually (except for the 2001-2002 period
which presents an unexplained anomaly) (Xue, et al., 2008).

Country studies report a wide range of efficiency levels employing production- and
financial-based frameworks. These range from a low of around 50% for Canadian firms
(Pilateris and McCabe, 2003), approximately 60% for Portuguese firms (Horta et al., 2012), to
higher estimates of 93% for Greek firms (Tsolas, 2011) and 98% for Chinese firms (Xue et
al., 2008). The case of Korea in the late 1990s presents an interesting case in contrast to the
Spanish case. The Korean construction sector was impacted by an economic crisis in
November 1997. Using a Data Envelopment Analysis (DEA) approach for the period 1996-
2000, You and Zi (2007) focus on leverage ratio, export weight, institutional ownership, asset
size and receivables overdue turnover and find these factors impact all efficiency measures.
However, the declining allocative inefficiency is the major component leading to lower
efficiency over the crisis suggesting the agency problem between managers and owners is at
fault.

The literature on efficiency traditionally focuses on the static efficiency measures and
only recently we observe a number of important contributions on dynamic efficiency
modeling with applications to the agricultural/food and energy sectors (Rungsuriyawiboon
and Stefanou, 2007; Silva and Stefanou, 2007; Serra et al., 2011). Being a capital intensive
sector, the Spanish construction industry presents an interesting case study for dynamic
inefficiency analysis in the period before and during a significant economic crisis. Static
measures are biased in a context with large investments and disinvestments as they do not
account for adjustment costs.

Against this background, the objective of this paper is to assess dynamic cost,
technical, allocative and scale inefficiencies in the Spanish construction industry before and
during the current crisis and to compare results for different size classes as well as firms that
are active and that disband in the time-period considered. With the construction sector being
heavily embodied in capital, the adjustment of these stocks is sluggish and cannot be expected
to change instantaneously to revised long-run equilibrium levels that come about from the
changing macroeconomic environment.

The paper proceeds with the next section presenting the conceptual model based on the
intertemporal cost minimization and the presentation of the dynamic cost efficiency measures,
followed by the description of the database of financial accounts of Spanish construction
firms. The section to follow presents the results comparing the efficiency patterns by different
size of firms and firms that are active and that disband, and the decomposition of efficiency.
The final section offers concluding comments and some potential policy implications.

2. Conceptual model

Consider a data series representing the observed quantities of M outputs (y), N
variable inputs (x), F investments (/) and quasi-fixed factors (K) and N, and F prices of
variable and quasi-fixed factors (w and ¢) of j = 1,.,J firms at time 7. At any base

periodz e [0,+<>0), the firm is assumed to minimize the discounted flow of costs over time
subject to an adjustment-cost technology. The intertemporal cost minimization problem is



given by:

o

W (k,w,c,y)=min Ie’“ [w,'x, +¢,'K, |ds
T

s.t. (1)
K=I-0K,K(t)=k

D, (3(5),K(),x(s),1(s);g.,€,) 20, s€ [t,+o0)

where W(-) represents the discounted flow of costs in all future time periods. The subscript s
denotes the (future) time periods; subscripts of variables have been suppressed if they

represent the current time period 7. The directional distance function D.(-) measures the

distance of x and / to the frontier in the direction defined by the directional vectors gx and gj,
respectively.

Expressing (1) in terms of the current value gives the Hamilton-Jacobi-Belman
equation:

rW(y,K,w,c)=mlin [w’x+c'K+WK '(1—67()]

X1y
s.t. (2)
D, (y,kx,152,.8,) 20,

where W, =W, (y,K,w,c) is the vector of shadow values of quasi-fixed factors. Note that

the shadow value of quasi-fixed factors is determined endogenously in the model. Equation
(2) is represented by the following DEA model:

rW(y,K,w,c)zrnlin [w'x+ cK+W,. (I- éK)]
x’ 57/
S.t.

7jy,f;2ym, m=1,.,M;

M~

1

~.
]

J
xnzzl:;/jx,{, n=1,.,N; (3)
=

J
Y Aj-6,K)2l,-6,K,, [=1..F;
Jj=1

7’20, j=1..J; where y is the (JxI) intensity
x,20, n=1,..,N; vector. A solution of (3) requires
1,20, f=1,.F; a value for (Wx)'.

" In this paper, the shadow values of dynamic factors are generated using a quadratic specification of the optimal
value function and rewriting it asswx=rW(y,K,w,c)—c’K+W, (I-0K). After fitting this
specification, the shadow values of quasi-fixed factors are obtained using the parameter estimates.
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Using the solution of (3) a dynamic cost inefficiency (OE) measure is generated as
(see Silva and Oude Lansink, 2012):

_Wx+K+Wy () UT=-K)=rW(y,K,w,c) ()
we, —We()'g,

OE

The dynamic directional input distance
function, measuring dynamic technical inefficiency for each firm is:

D(y,K,x,];gx,gl | C):n}axﬂ
ive
S.t.

J
Vo S Zyjy,f;, m=1,...,M,
j=

; (5)
Z}/jx,{ <x, —ﬁgxn ,n=1,.,N;
j=l
I,+pg, —6,K, <>y (I} =6,K}), f=1..F;
=
y' >0, j=1,..,J. The direction vector
adopted in this paper

is(g,,g,)=(x,0K), i.e. g is the actual quantity of variable inputs and g; is the depreciated

quantity of capital. Further, the dynamic directional input distance function in (5) assumes
constant returns to scale. The dynamic directional input distance function under variable

J
returns to scale (i.e., D(y,K,x,1;g.,g, |V)) is obtained by adding the constraint Z y' =1 to

Jj=1
(5). The difference between B(y,K,x,I;gx,g, | V) and [)(y,K,x, I;g.,g,]C)is a measure

of scale inefficiency (SE).

Finally, following Silva and Oude Lansink (2012), dynamic overall cost inefficiency is
decomposed into the contributions of technical inefficiency under variable returns to scale,
scale inefficiency (SE) and a residual term defined as allocative inefficiency (4FE):

OE=D(y,K,x,1;2.,2,|V)+SE+ AE (6)
with AE> 0.

3. Data

The data used in this study come from the SABI database, managed by Bureau van
Dijk, which contains the financial accounts of Spanish companies. The study sample includes
the firms belonging to the category of firms in construction of residential and non-residential
buildings (NACE Rev. 2 code 4120). This study focuses on the medium-sized firms which are
among the most adversely impacted by the crisis as reflected by the significant reduction in
the number of firms (Laborda, 2012). Also, focusing on medium-sized firms results in a data
set with firms that are comparable in size. The medium-sized firms are those that employ
between 50 and 249 employees and that have an annual turnover between 10 and 50 million
euros, following the European Union definition.



After filtering out companies with missing information and after removing the
outliers®, the final data set consists of 775 medium-sized firms that operated in Spain in at
least one year during the period from 2001 to 2009. Choosing this time span we are able to
analyze the years before and after the start of the financial crisis in Spain. The panel is
unbalanced and it sums up to 2,460 observations.

One output and three inputs (material costs, labor costs and fixed assets) are
distinguished. Output was defined as total sales plus the change in the value of the stock and
was deflated using the price index of residential buildings. Material costs and labor costs were
directly taken from the SABI database and were deflated using the price indexes of materials
of residential buildings and labor costs in construction, respectively. Fixed assets are
measured as the beginning value of fixed assets from the balance sheet (i.e. the end value of
the previous year) and are deflated using the industrial price index for capital goods. All
prices used to deflate output and inputs are obtained from the Spanish Statistical Office
(various years). Gross investments in fixed assets in year ¢ are computed as the beginning
value of fixed assets in year 7+/ minus the value of fixed assets in year ¢ plus the value of
depreciation in year ¢. Table 1 provides the descriptive statistics of the data used in this study,
for the whole period 2001-2009 and for the periods before and after the start of the financial
crisis (from 2001 to 2006, and from 2007 to 2009).

Table 1
Descriptive statistics of input-output data, pre- and post-financial crisis.
Variable Statistic Mean Std. dev. Min Max
2001-2006 (N=1,548)
Fixed assets 2.523 4.838 0.020 101.416
Employee cost 2.566 1.188 0.463 7.787
Material cost 12.115 6.512 1.518 43.092
Investments 0.730 1.807 -8.514 36.003
Production 17.886 8.663 3.552 71.386
"""""""""""""""""""""""" 2007-2000 N=912)
Fixed assets 4.793 9.800 0.039 95.977
Employee cost 2.555 1.213 0.716 8.086
Material cost 11.071 6.183 2.406 46.152
Investments 0.806 3.212 -29.048 60.387
Production 16.035 7.822 0.363 54.604
20012009 (N=2,460)
Fixed assets 3.365 7.177 0.020 101.416
Employee cost 2.562 1.197 0.463 8.086
Material cost 11.728 6.411 1.518 46.152
Investments 0.758 2.425 -29.048 60.387
Production 17.200 8.407 0.363 71.386

The data in Table 1 show that in the period after the start of the financial crisis, the value of
output and material costs have been shrinking by almost 10% compared to the period before

? Outliers were determined using ratios of output to input. An observation was defined as an outlier if the ratio of
output over any of the three inputs was outside the interval of the median plus and minus two standard
deviations.
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the financial crisis. The cost of employees maintains almost the same, suggesting that firms
have less flexibility in adapting the costs of labor, which is likely due to the legal protection
of labor. Furthermore, Table 1 indicates that the size of fixed assets is larger in the period
after the start of the financial crisis than before. This figure may reflect the change in the
composition of the group of medium-sized firms. Firms that were categorized as large firms
before the crisis have scaled down and enter the medium-sized firm category after the crisis.
However, the financial crisis is reflected in the ratio of investment over fixed assets. This ratio
decreased from 29%, on average before the crisis to 17% after the crisis. Also, the volatility,
as measured by standard deviation of investments normalized by the mean, is much larger
after the crisis than before the crisis, reflecting that firms reacted very differently to the crisis.

4. Results

This section presents the decomposition of overall dynamic inefficiency in the Spanish
construction industry for the period pre- and post-financial crisis. Furthermore, dynamic
efficiency indicators are compared between firms that differ in size as well as companies that
are active versus those that went bankrupt in the time-period analyzed. Differences in overall,
technical, scale and allocative inefficiencies between groups of construction firms are tested
using the test proposed by Simar and Zelenyuk (2006)° denoted as the S-Z test.

Figure 2 presents the Kernel density estimates® of overall cost inefficiency for the
time-period before and after the beginning of the financial crisis (from 2001 to 2006, and
from 2007 to 2009).

0 .2 4 .6 .8 1
Overall inefficiency
PRE-FINANCIAL CRISIS, 2001-2006
————— POST-FINANCIAL CRISIS, 2007-2009

Fig. 2. Kernel density estimates for overall inefficiency, pre- and post-financial crisis.

3 The Simar and Zelenyuk test adapts the nonparametric test of the equality of two densities developed by Li
(1996). Simar and Zelenyuk (2006) propose its adaptation to reckon with the specificity of DEA efficiency
scores: bounded support of the distribution and the fact that estimated rather than ‘true’ efficiencies are used. In
particular, they propose two algorithms and among them they found the Algorithm 2 to be more robust, hence
we apply it here. In essence, the algorithm is based on computation and bootstrapping the Li statistic using DEA
estimates, where values equal to unity are smoothed by adding a small noise. The implementation of this
algorithm is done in R using 1000 bootstrap replications.

* In all subsequent density estimates, we use Gaussian kernel function and Silverman’s (1986) rule of thumb to
determine the bandwidth.
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At a first glance, the graphs in Figure 2 suggest a higher overall cost inefficiency of Spanish
construction firms in the period before the financial crisis rather than during the financial
crisis: the distribution of the period before financial crisis is located to the right of the
distribution for the period after the beginning of the financial crisis. The decomposition of
overall cost inefficiency in Table 2 provides more insights into the causes of this difference.

Table 2

Evolution of overall, technical, scale and allocative inefficiency, pre- and post-financial crisis (S-Z-statistics and
p-values of the differences between two time-periods).

Year Overall Technical Technical Scale Allocative
inefficiency  inefficiency CRS inefficiency VRS inefficiency inefficiency
2001-2006 1,548 0.557* 0.432° 0.335¢ 0.098¢ 0.124¢
2007-2009 912 0.420" 0.321° 0.266° 0.055¢ 0.010°
_2001-2009 2460 0.506" 0391 0309° 0082 0.115°
S-Z- 280.458 142.474 41.484 98.261 33.551
statistic
p-value 0.000%** 0.000%** 0.000%** 0.000%** 0.000%**

***statistically significant differences at 1% level
a, b, ¢, d, e statistically significant differences at 1% level

Using Table 2, one can note that the decrease in overall cost inefficiency of Spanish
construction firms in the post financial crisis period is due to a decrease in all its components.
Moreover, the inefficiency distributions show significant differences between both periods as
indicated by the S-Z test results: the estimated p-values are equal to 0, so the null hypotheses
of equality of efficiency distributions are rejected. Three possible interpretations can be
derived from this result: 1) some inefficient firms might have been forced to disappear from
the market due to, for example, the decrease in demand caused by the crisis; 2) the crisis has
worked as a disciplining factor and firms became sharper in allocating resources; and 3) as
large firms contract to become medium-sized firms, they bring an additional dimension of
experience in construction management to the group of firms in this category. All
explanations imply the decrease of firms’ inefficiencies in the period of financial crisis.
Interestingly, further investigation suggests that the allocative inefficiency decreased
dramatically during the years of financial crisis as compared to pre-crisis period. This
suggests that Spanish construction firms better succeed in allocating resources so as minimize
long-run costs during the financial crisis. Finally, exploring the sources of CRS technical
inefficiency decrease in post-crisis period, one can conclude that it occurred mainly due to a
decrease in scale inefficiency rather than a decrease in VRS technical inefficiency. Therefore,
the main reason behind the improvement in CRS technical efficiency is the fact that the firms’
combination of inputs and outputs became less scale inefficient.

Overall for the 2001-2009 time-period, the findings suggest that substantial cost-
savings can be realized in the Spanish construction industry; i.e., the combined effect of
dynamic technical and allocative factors shows that the average overall cost inefficiency for
construction firms is 0.506. Such a high level of inefficiency, on the one hand, is due to the
factors under managers’ control, and on the other — it might be related to uncertainty in
construction delivery which is out of the control of the firm (for example, weather conditions,
obstacles in natural conditions of the ground). This relatively high level of overall cost
inefficiency is mainly due to technical inefficiency under CRS (0.391) rather than allocative
inefficiency (0.115). Average technical inefficiency allows for an improvement of 39.1% in
reducing the inputs and increasing investments at a given level of outputs. The average
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allocative inefficiency of 0.115 suggests that construction firms can reduce costs by 11.5%
through a better mix of variable and dynamic factors of production at given prices.

To compare the efficiencies of Spanish construction firms differing in size, two size
population classes among medium-sized firms are devised according to the annual sales
turnover. The group of small medium sized firms is defined as firms with a turnover that is
between 10 and 30 million euros (size class 1), whereas large medium sized firms are defined
as firms with a turnover between 30 and 50 million euros (size class 2)°. Figure 3 presents the
Kernel density estimates of overall inefficiency for these two categories of firms’ size for the
period from 2001 to 2009.

Density

0 .2 4 .6 .8 1
Overall inefficiency
SIZE 1
————— SIZE 2

Fig. 3. Kernel density estimates of overall inefficiency for small (1) and large (2) medium sized firms, 2001-
20009.

It is clear from the graphs on Figure 3 that the distributions of overall inefficiency for small
and big medium-sized construction firms are similar suggesting that overall inefficiency may
not be associated with firms’ size. Table 3 further elaborates this finding by providing the
decomposition of overall inefficiency as well as the results of S-Z test of significance of
differences in inefficiency between the two size classes.

* The descriptive statistics of input and output variables for size categories can be obtained from the authors
upon request.
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Table 3

Differences in inefficiency between size classes, pre- and post-financial crisis (S-Z-statistics and p-values of the
differences between sizes).

Size N Overall Technical Technical Scale Allocative
inefficiency inefficiency CRS inefficiency VRS inefficiency inefficiency
2001-2006
1 1,329 0.554 0.441 0.335 0.106 0.112
_______ 2219 0574 0376 0330 0047 0197
S-Z- -0.442 2.754 2.226 48.119 3.106
statistic
p-value 0.312 0.000%** 0.000%** 0.000%** 0.000%**
2007-2009
1 720 0.417 0.328 0.274 0.053 0.090
_______ 2..1e2 0432 . 02% .0 0235 0062 0136 .
S-Z- -1.464 -0.660 5.581 2.358 3.133
statistic
p-value 0.635 0.024** 0.000%** 0.000%*** 0.000%**
2001-2009
1 2,049 0.506 0.401 0.314 0.087 0.104
_______ 2 4L 0507 0339 0285 0054 0169
S-Z- -1.580 7.168 8.158 27.038 2.836
statistic
p-value 0.400 0.000%*** 0.000%** 0.000%*** 0.000%**

***statistically significant differences at 1% level, **statistically significant differences at 5% level

The results in Table 3 clearly provide a support that overall inefficiency of Spanish
construction firms is not associated with firm size for both the pre- and post-financial crisis
period. The estimated p-values of the S-Z test ranges from 0.312 to 0.635, indicating that the
null hypothesis of equality of distributions cannot be rejected. Technical and scale
inefficiencies decrease with size: mean inefficiency is lower for larger than for smaller
construction firms; however, the difference in magnitude is not large. This result holds in the
pre-crisis period and during the financial crisis (from 2007 to 2009 with exception for scale
efficiency). Therefore, the results confirm that smaller construction firms are farther away
from efficient frontier and are less scale efficient than larger companies. However, the results
for allocative inefficiency in Table 3 suggest that larger construction firms have more
problems with choosing the mix of inputs and output that minimizes long-run cost than
smaller construction firms.

Further insights can be achieved by splitting the sample of efficiency estimates into
construction firms that are active versus those that exit the sector due to bankruptcy. Figure 4
visualizes the distributions of overall inefficiency of these two groups of firms during the
analyzed period.
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Overall inefficiency
ACTIVE
————— BANKRUPT

Fig. 4. Kernel density estimates for overall inefficiency, active versus bankrupt firms, 2001-2009.

Figure 4 suggests that overall inefficiency is slightly higher for construction firms that went
bankrupt than for active firms. The distribution of overall inefficiency of bankrupt companies
is located to the right of the distribution of active companies. However, the differences in
distributions of overall inefficiency observed on the graph are not very substantial. Table 4
presents the results of the S-Z test for differences in overall inefficiency and its components
for active companies and companies that went bankrupt.

Table 4

Active versus dissolving firms, pre- and post-financial crisis (S-Z-statistics and p-values of the differences).

Activity Overall Technical Technical Scale Allocative
inefficiency inefficiency CRS inefficiency VRS inefficiency inefficiency
2001-2006
Active 1,309 0.556 0.433 0.338 0.094 0.124
_Bankrupt 239 0557 | 0429 0313 0115 0128
S-Z- 2.798 5.113 2.667 2.667 10.460
statistic
p-value 0.168 0.069* 0.214 0.214 0.565
2007-2009
Active 834 0.418 0.319 0.264 0.055 0.099
_Bankrupt 78 0448 0345 0201 0054 0103
S-Z- 3.931 2333 1.592 4.970 3.018
statistic
p-value 0.00] *** 0.024** 0.217 0.818 0.183
2001-2009
Active 2,143 0.502 0.388 0.309 0.079 0.114
Bankrupt 317 0530 | 0408 0308 0100 0122
S-Z- 7.039 6.692 2.449 33.970 12.528
statistic
p-value 0.002%** 0.002%** 0.577 0.004%** 0.298

***statistically significant differences at 1% level, **statistically significant differences at 5% level,
*statistically significant differences at 10% level

Table 4 shows that overall inefficiency during the 2001-2009 time-period is lower for active
construction firms rather than for firms that went bankrupt. In this period, although all
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inefficiency components are lower for active firms rather than for firms that went bankrupt,
only for CRS technical inefficiency and scale inefficiency these differences are statistically
significant. Comparing the periods of pre- and post-financial crisis, again in general the lower
inefficiencies are observed for active firms, although many differences are not statistically
significant. After the beginning of the financial crisis, the differences in overall inefficiency
and CRS technical inefficiency between active and bankrupt firms are significantly different,
but all other components are not. In the period before the beginning of the financial crisis, the
difference in overall inefficiency is not statistically significant, but one of its components, the
difference in CRS technical inefficiency is significant.

5. Conclusions

This paper estimates dynamic inefficiency of Spanish construction firms before and after the
beginning of the financial crisis and compares the performance of firms of different sizes and
for firms that went bankrupt versus those that were not. The empirical application used
accountancy data from medium sized construction firms in the period 2001-2009.

The medium sized construction firms in our sample have an almost 10% lower output
and material costs in the period after the financial crisis than before. Also, the investment ratio
is much lower in the period after the beginning of the financial crisis, while labor cost does
not change.

Overall dynamic cost inefficiency is 0.506 in the period under investigation with
technical inefficiency (0.309) being the largest component, followed by allocative (0.115) and
scale inefficiency (0.082). Overall inefficiency is significantly larger before the beginning of
the financial crisis than during the financial crisis; the improvement is mainly due to lower
allocative inefficiency. Large medium sized firms are, on average less technically and scale
inefficient than small medium sized firms, but have more problems in choosing the mix of
inputs that minimizes their long-term costs. In the period after the beginning of the financial
crisis, large medium sized firms have a lower technical and allocative inefficiency, whereas
small medium sized firms have a lower technical and scale inefficiency. Firms that went
bankrupt in the period 2001-2009, on average have a higher overall dynamic cost inefficiency
and scale inefficiency than firms that did not go bankrupt.

The implications of our results for the construction firms are that these firms have a
substantial scope for improving their technical performance. Better management of their
resources can contribute to a reduction of technical inefficiency. Further research is needed
though to investigate the factors that are underlying poor technical performance. Also, our
results imply that particularly larger firms suffer financial losses due to a poor allocation of
resources at given input prices. Big firms and firms pursuing a growth strategy need to pay
more attention to this source of inefficiency, e.g. by choosing less costly combinations of
inputs.

Our results on scale inefficiency imply that firms need more flexibility in adjusting the
size of their operation. Lack of flexibility in adjusting the size due to e.g. legal constraints
contributes to the persistence of scale inefficiency. Our data suggest that construction firms
have less flexibility in adjusting the size of the labor force. Policy makers can increase labor
flexibility by reforming the labor market such that firms can more easily lay off people in
times of financial distress.
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Abstract: This paper develops a dynamic Luenberger productivity growth indicator and
decomposes it to identify the contributions of technical change, technical efficiency change and
scale change. The Luenberger productivity growth indicator is estimated using Data Envelopment
Analysis. The empirical application focuses on panel data of Spanish meat processing firms over
the period 2000-2010. The dynamic Luenberger indicator shows productivity decrease of on
average -0.003 in the period under investigation, with technical regress being the main driver of
change, despite technical and scale efficiency growth.

Key words: directional distance function, dynamics, Luenberger TFP, meat processing.

1 Introduction

The characterization and measurement of economic performance in both theory and practice
continues to claim considerable attention in the literature. The major attention of these
economic performance measures continues to address the measurement of efficiency and
productivity growth. The economics literature on efficiency has produced a wide range of
productivity growth measures (see e.g. Balk (2008) for a comprehensive treatment).

The setting of the decision environment plays a crucial role in the modeling
framework and the characterization of results. The static models of production are based on
the firm’s ability to adjust instantaneously and ignore the dynamic linkages of production
decisions. The business policy relevance to distinguishing between the contributions of
variable and capital factors to inefficiency or productivity growth is clear. For example, when
variable factor use is not meeting its potential, remedies can include better monitoring of
resource use; when asset use is not meeting potential, remedies can include training programs
to enhance performance or even a review of the organization of assets in the production
process to take advantage of asset utilization. The weakness underlying the static theory of
production in explaining how some inputs are gradually adjusted has led to the development
of the dynamic models of production where current production decisions constrain or enhance
future production possibilities.

The characterization of dynamic efficiency can also build on the adjustment cost
framework that implicitly measures inefficiency as a temporal concept as it accounts for the
sluggish adjustment of some factors. In a nonparametric setting, Silva and Stefanou (2007)
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develop a myriad of efficiency measures associated with the dynamic generalization of the
dual-based revealed preference approach to production analysis found in Silva and Stefanou
(2003). In a parametric setting, Rungsuriyawiboon and Stefanou (2007) present and estimate
the dynamic shadow price approach to dynamic cost minimization.

An intriguing prospect is to incorporate the properties of the dynamic production
technology presented in Silva and Stefanou (2003) into the directional distance function
framework, which can exploit the Luenberger productivity growth measurement. The
directional distance function offers the powerful advantage of focusing on changes in input
and output bundles, inefficiency and the technology. Such a productivity measure based on
the directional distance function has its origins in Chambers, Chung and Fére (1996) who
defined a Luenberger indicator of productivity growth in the static context. A growing
literature employing this approach has emerged more recently'. However, in the presence of
adjustment costs in quasi-fixed factors of production, the static measures do not correctly
reflect productivity growth. Recently, Oude Lansink, Stefanou and Serra (2012) proposed a
dynamic Luenberger productivity growth measure based on an econometrically estimated
dynamic directional distance function and decomposed this into the contribution of technical
change and technical inefficiency change.

This paper extends the dynamic Luenberger productivity growth measure of Oude
Lansink, Stefanou and Serra (2012) to make a richer decomposition into the contributions of
technical efficiency change, scale efficiency change and technical change. The empirical
application uses a nonparametric method (Data Envelopment Analysis) to estimate the
dynamic directional distance function. The focus of the application is on panel data of Spanish
meat processing firms over the period 2000-2010. The meat processing industry is the most
important food sector in Spain, generating approximately 20% of total sales and employment
within food industry and 2% of Spanish GDP in 2009 (National Association of Meat
Industries of Spain). Its significance is emphasized by the fact that it is one of the main
exporting sectors of Spain. The Spanish meat industry is characterized also by a low level of
innovations and by the predominance of small and medium-sized enterprises (European
Commission, 2011). The period analyzed concerns the time of increasing regulation in the
European Union (EU) with regard to food safety, consumer information, the mandatory
adoption of environmentally-sustainable practices and the functioning of internal market. In
order to cope with the increasing regulation, European firms had to undertake additional
investments and deal with more administrative burdens (European Commission, 2004;
Wijnands, Van der Meulen and Poppe, 2006). Another impacting event is the increase in
production costs of meat producers resulting from the increase in the costs of animal feed in
2007 and 2008. This increase in feed costs decreased the supply of slaughter cattle which
serves as an input for the meat industry. Finally, from 2008 onwards the Spanish meat
industry is being affected by the economic crisis as reflected by the decrease in the demand
for meat.

The next section develops the measures of dynamic productivity growth and its
decomposition. This is followed by the empirical application to the panel of Spanish meat
processing firms showing productivity change and its decomposition. The final section offers
concluding comments.

' See Chambers, Fire and Grosskopf (1996), Boussemart, et al. (2003), Fire and Primont (2003), Briec and
Kerstens (2004), Féare and Grosskopf (2005), Balk (2008).
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2 The Primal Luenberger Indicator of Dynamic Productivity
Growth

The primal Luenberger indicator of dynamic productivity growth is defined through a
dynamic directional distance function. Let y, € fﬁﬁ represent a vector of outputs at time 7,

X, € 9{1\/ denote a vector of variable inputs, K, € 9{1 the capital stock vector, I, 9’{f the

vector of gross investments, and L, € 9{1 a vector of fixed inputs for which no investments
are allowed. The production input requirement set can be represented
asV(y,:K,,L,)={(x,,I,):(x,,1,) can produce y, given K ,L, }. The input requirement set is
defined by Silva and Oude Lansink (2012) and assumed to have the following properties:
V(y,:K,L,) is a closed and nonempty set, has a lower bound, is positive monotonic in X, ,
negative monotonic in I,, is a strictly convex set, output levels increase with the stock of
capital and quasi-fixed inputs and are freely disposable.

The input-oriented dynamic directional distance function Df (y,,K,,L,,x,.I:g .,8) is
defined as follows:

Di(y,,K,,L,x,,I;g .8)= max{ﬁe R:(x,-Pg..1+p0g)eV(y, :K,,LZ)},

N . 1)
ge R e R (som)#(0707)

if (x,-Bg.,L +pg)eV(y, K,L) for some S, Dy, K,L,x,I g, ,g)=—, otherwise.
The distance function is a measure of the maximal translation of (x,,I,) in the direction
defined by the vector (g, ,g,), that keeps the translated input combination interior to the set
V(y,:K,L). Since fg  is subtracted from x, and fg, is added to I,, the directional
distance function is defined by simultaneously contracting variable inputs and expanding
gross investments. As shown by Silva and Oude Lansink (2012), D/(y,,K,L,,x,,1;g_,g,)>0
fully characterizes the input requirement set V(y,:K,L,), being thus an alternative primal
representation of the adjustment cost production technology.

Building on the Luenberger indicator of productivity growth defined by Chambers,

Chung and Fire (1996) to the dynamic setting by using the dynamic directional distance
function (assuming CRS) leads to:

L()= 1

{[Dtiﬂ (v, .K,L,x,I:g..8)- Dti+l (Vs K Lo X0 140384581 "} @)
2

[Dti(yt’Kt’Lt’xt’It;gx’ g _Dti(yt+l’Kt+l’Lt+l’Xt+l’IH—I;gX’ )]

This indicator provides the arithmetic average of productivity change measured by the
technology at time #+1 (i.e., the first two terms in equation 2) and the productivity change
measured by the technology at time ¢ (i.e., the last two terms in equation 2).
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Fig.1. Luenberger indicator of dynamic productivity growth.

The Luenberger indicator of dynamic productivity growth is illustrated graphically in
Figure 1. The quantities of inputs and investments at time 7 and time 7+1 are denoted as
(x,,I,) and (x,,,,1,,,), respectively. The dynamic directional distance function measures the

distance to the isoquants at time ¢ and time ¢+1, which is denoted as
D ,(y,,K,L,x,I;g g ). The Luenberger indicator of dynamic productivity growth can be

decomposed into the contributions of technical inefficiency change (ATEI) and technical
change (AT):

L(-)= AT + ATEI 3)

The decomposition of productivity growth is obtained from (2) by adding and subtracting the
term [Df+1 (y,..,K LHI,XM,Im;gx,gl)—Df(yt,K,,Lt,xt,I,;gx,gl)}. Technical change is

t+19

computed as the arithmetic average of the difference between the technology (represented by
the frontier) at time 7 and time 7+1, evaluated using quantities at time # (first two terms in (4))
and time #+1 (last two terms in (4)):

AT:l

{[Dtiﬂ(yt’KtaLt9Xt’It;gx3gl)_Dti(yHKt’Lt’Xt’It;gx’gl)] } (4)
2

+[Dt’+1 (yt+l ’ Kt+l ’ Lt+1 ’ Xt+1 ’ It+1 5 gx b gl ) - Dtl (yt+l 9 Kt+1 9 Lt+1 ’ Xt+1 4 It+1 5 gx H gI )]
Technical change can be seen in Figure 1 as the average distance between the two isoquants.
This  involves  evaluating the isoquants using  quantities at time ¢,

D;H(y,,K,,Lt,xt,I,;gx,g,)—Df(yt,K,,L,,xt,It;gx,gI) and quantities at time ¢+1,

21



Dtiﬂ (yt+1 b K Lt+l 9 Xt+1 ’ IH—l 5 gx ’ gl ) - [jzl (YHI 2 K Lt+1 9 Xl+1 > It+1 5 gx H gl ) . Dynamic teChnical

t+19 1+19
inefficiency change is the difference between the value of the dynamic directional distance
function at time ¢ and time #+1:

ATE]:Dti(yt7Kt’Lt7Xt9It;gx9gI)_Dti+1(yt+l’K Lt+l’Xt+l’It+l;gx’gI) (5)

t+19

Technical inefficiency change is easily seen from Figure 1 as the difference between the
distance functions evaluated using quantities and technologies in period 7 and period 7+1.

We can decompose the Luenberger measure further to allow for scale efficiency change
(ASETI ). With the Luenberger measure historically being developed in the context of constant
returns to scale, this further decomposition relaxes the technology assumptions of constant
returns to scale to permit variable returns to scale.

From a primal perspective, the technical inefficiency change component in (5) can be
decomposed as follows:

APEI = D](x,,1,,K Y ,;8,,8,| VRS) =D/, (X1, 1,1, K 1Y 11138,- &/ VRS)
ASEI = D/(x,,1,.k,y,;g..8,| CRS)-D;(x,.1,.k,y,;8,.8,| VRS) (6)
_[5;+1(Xt+1’1t+l’kt+l’yt+l;gx’g]| CRS)_Dzi+1(xr+191r+19kt+lvyt+l;gx9g1| VRS)]

Where APEI is technical inefficiency change under variable returns to scale and ASE/ is scale
inefficiency change.

3 Data

The data used in this study come from the SABI database, managed by Bureau van Dijk,
which contains the financial accounts of Spanish companies. The study sample includes the
firms belonging to the category of firms in processing and preserving of meat and production
of meat products (NACE Rev. 2 code 101). This study focuses on firms of all size categories:
micro, small, medium-sized and large. After filtering out companies with missing information
and after removing the outliers”, the final data set consists of between 928 and 1527 firms that
operated in Spain at least two consecutive years during the period from 2000 to 2010. The
dataset is unbalanced and it sums up to 13103 observations (in total 26206 observations if we
consider that each observation is repeated two times in two consecutive years).

One output and three inputs (material costs, labour costs and fixed assets) are
distinguished. Output was defined as total sales plus the change in the value of the stock and
was deflated using the industrial price index for output in meat processing industry. Material
costs and labour costs were directly taken from the SABI database and were deflated using
the industrial price index for consumer non-durables and labour cost index in manufacturing,
respectively. Fixed assets are measured as the beginning value of fixed assets from the
balance sheet (i.e. the end value of the previous year) and are deflated using the industrial
price index for capital goods. All prices used to deflate output and inputs are obtained from
the Spanish Statistical Office (various years). Gross investments in fixed assets in year ¢ are
computed as the beginning value of fixed assets in year #+/ minus the value of fixed assets in
year ¢ plus the value of depreciation in year ¢. Table 1 provides the descriptive statistics of the
data used in this study, for the whole period 2000/2001-2009/2010.

* Outliers were determined using ratios of output to input. An observation was defined as an outlier if the ratio of
output over any of the three inputs was outside the interval of the median plus and minus two standard
deviations.
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Table 1. Descriptive statistics of input-output data, 2000/2001-2009/2010.

Variable Mean Std. dev. Min Max

Fixed assets 2066.131 15233.260 0.134 896472.800
Employee cost 671.038 3465.618 1.420 87188.160
Material cost 5064.267 23834.010 0.333 737417.900
Investments 375.900 4609.822 -41366.180  400870.600
Production 6465.920 30897.880 0.490 859756.100

Note: the values of variables are presented in thousands of euros, constant prices from 1999.

The data in Table 1 shows that the average meat processing company in our sample is
relatively small in terms of the EU size classification, with a mean turnover of approximately
6 million euros. On the other hand, the standard deviations relative to their respective means
are relatively high showing that the firms in our sample differ considerably in size.

4 Results and Discussion

Table 2 summarizes the arithmetic means of dynamic Luenberger productivity indicator and
its decomposition for the pairs of consecutive years. It should be noted that the mixed
directional distance functions used to compute dynamic Luenberger indicator might not have
a bounded solution. Literature mentions two possible solutions to this problem in the context
of static Luenberger, which can be adapted to the dynamic context: (1) to omit the infeasible
observations in the computation of averages or (2) to assign to the indices the value equal to
no change in indicator (in our case the value equal to 0), which is the strategy we have
followed. In general, Briec and Kerstens (2009) recommend reporting the infeasibilities that
occurred in the empirical application as shown in Table 2. Out of 13103 observations, only
204 observations are found to be infeasible (that is 1.6% of the entire sample).
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Table 2. Evolution of dynamic Luenberger productivity change.

Luenberger . Technical Scale
. Number e Technical . . . .
Period productivity inefficiency inefficiency
of firms change

change change change
2000/2001 1000 -0.018 0.043 -0.083 0.023
2001/2002 1157 0.009 0.083 -0.006 -0.069
2002/2003 1340 -0.003 -0.099 0.093 0.002
2003/2004 1418 -0.001 0.014 -0.008 -0.008
2004/2005 1465 -0.001 0.021 0.009 -0.031
2005/2006 1499 -0.003 -0.070 0.012 0.054
2006/2007 1527 -0.002 -0.078 0.040 0.037
2007/2008 1412 -0.012 -0.131 0.090 0.029
2008/2009 1357 -0.003 0.000 0.036 -0.039
2009/2010 928 0.004 -0.057 0.002 0.059
Arithmetic
mean
2000/2001- 13103 -0.003 -0.031 0.022 0.005
2009/2010

Note: Out of 13103 observations, 204 (1.6%) were found to be infeasible.

The results show consistently a decline in dynamic productivity in Spanish meat processing
industry. However, there is a productivity growth from 2001 to 2002 and an upward trend of
productivity growth from 2008 to 2010. From 2007 to 2008 the dynamic productivity decline
has a mean value of -0.012, from 2008 to 2009 of only -0.003, but from 2009 to 2010 there is
a productivity growth with mean value of 0.004. From the three components of dynamic
Luenberger productivity change we can observe that the negative growth of productivity is
mainly due to technological regress observed in most years. Especially the period from
2005/2006 to 2009/2010 is characterized by a consistent technological regress (with an
exception of 2008/2009 when technical stagnation is observed). This finding might be
interpreted that in these periods the technology eliminates some productive options that were
previously available for the firms in the Spanish meat processing industry. Under the
regulatory environment of EU with regard to food safety, the firms are forced to adapt to new
standards by undertaking additional investments and absorbing additional costs without a
productive impact. As a result some production practices could not be undertaken anymore
after the new regulation and consequently the situations of technical regress are produced. In
the period from 2006 to 2007 and from 2007 to 2008, especially high technical regress is
observed. In these years, the increase in animal feed costs occurred and also the financial
crisis added its negative effects on the Spanish meat processing sector. These two factors may
also explain the highest decline occurring from 2007 to 2008. On the other hand, the period
under investigation is characterized by inefficiency decline, with exception of 2000/2001,
2001/2002 and 2003/2004. The decrease in technical inefficiency might reflect the reaction of
the firms in the meat processing industry to the new regulations. Therefore, summarizing,
although the best practice frontier moved back, the firms in the sample moved towards the
frontier.

Overall, Table 2 indicates a decline in productivity over the 2000-2010 time-period (the
Luenberger productivity indicator has a mean value of -0.003), which can be attributed to
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technological regress (the technical change indicator with a mean value equal to -0.031), not
being fully compensated by a positive technical inefficiency change (mean value of 0.022)
and a positive scale inefficiency change (mean value equal to 0.005).

Figure 2 shows the evolution of dynamic Luenberger productivity growth and its
decomposition into technical change, technical inefficiency and scale inefficiency change.

0,15
0,1
0,05 - X
0 N
0"0
-0,05 S
DY Y

=== Luenherger productivity change == Technical change

Technical inefficiency change — === Scale inefficiency change

Fig. 2. Evolution of Luenberger and decomposition.

Figure indicates that dynamic Luenberger productivity indicator varies only slightly between
pairs of years. The biggest changes are associated with technical inefficiency and technical
inefficiency change. Efficiency growth clearly dominates the analyzed period with the highest
increase between 2002 and 2003. On the other hand, the technical regress is observed in most
periods with highest decline in 2007/2008.

Dynamic productivity change and its decomposition by firm size is analyzed next and
reported in Table 3. The comparison is made across four firms’ size intervals: micro, small,
medium-sized and large. Following EU definition, the category of micro/small/medium firms
in made up of enterprises which employ less than 10/50/250 employees and which have an
annual turnover not exceeding 2/10/50 million euros, respectively. The firms with more than
250 employees and an annual turnover exceeding 50 million euros are defined as large.
Differences in the components of Luenberger productivity growth between these groups are
assessed using the test proposed by Simar and Zelenyuk (2006)’.

3 Simar and Zelenyuk (2006) adapt the nonparametric test of the equality of two densities developed by Li
(1996). In particular, they propose two algorithms and among them they found the Algorithm 2 to be more
robust, hence we apply it here. In essence, the algorithm is based on computation and bootstrapping the Li
statistic using DEA estimates, where values equal to unity are smoothed by adding a small noise. As productivity
change and its decomposition indices are not truncated, we omit the step of smoothing in the algorithm. The
implementation of this algorithm is done in R using 1000 bootstrap replications.
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Table 3. Dynamic Luenberger productivity growth by firms’ sizes (2000/2001-2009/2010).

. Luenberger . Technical Scale
Size Number L. Technical . . . .
productivity inefficiency inefficiency

class of firms chan change h h

ge change change
Large 378 0.005% -0.026*° -0.003% 0.033?
Medium 1499 -0.003° -0.030° 0.000° 0.026°
Small 5932 -0.003° -0.031%° 0.020° 0.009¢
Micro 5294 -0.004° -0.031° 0.034¢ -0.006"

@bed) difference between a,b,c and d significant at 5% level.

The results reveal that during 2000/2001-2009/2010 large firms experience productivity
growth, while medium, small and micro firms experienced a productivity decline.
Productivity growth decreased more for micro rather than for small and medium-sized firms.
With regard to technical change, although all groups of firms experience technical regress, the
difference between size classes is not always significant. Finally, both technical inefficiency
change and scale inefficiency change differ significantly across size groups. Technical
inefficiency change decreases with size: micro firms experience the highest contribution of
technical inefficiency change, while large companies had a negative contribution of technical
inefficiency change. The opposite pattern is observed with respect to the change in scale
inefficiency as micro firms undergo scale inefficiency increase and large firms have the
highest scale inefficiency decline. We also note that technical regress observed in the entire
sample is driven mainly by medium, small and micro firms, while technical efficiency growth
in the sample is due to micro and small firms.

5 Conclusion

This paper extends the dynamic Luenberger productivity growth indicator to decompose it
into the contributions of technical efficiency change, scale efficiency change and technical
change. The empirical application focuses on panel data of Spanish meat processing firms
over the period 2000-2010. The results show that dynamic Lueberger productivity growth was
overall small but negative in the period 2000-2010. Technical change made a large (on
average 3%) negative contribution to TFP growth, particularly in the years after the beginning
of the financial crisis. Technical inefficiency reduced on average in the period under
investigation, to make 2% positive contribution to TFP growth. The analysis of results for
firms in different size classes showed that productivity growth has been more favorable on
large firms than small firms. Large firms benefitted from a positive contribution of scale
inefficiency change yielding an overall productivity improvement of 0.5% over analyzed
period; medium, small and micro firms all had productivity decreases ranging from -0.3% to -
0.4% on average over analyzed period.

The results suggest that the introduction of hygiene regulations in the slaughter
industry have caused a negative technical change in the period under investigation. Hence,
policy makers should be aware of the negative impacts on competitiveness of on-going
regulation. The results also suggest that the financial crisis had a large negative impact on the
productivity of the meat processing sector.
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Technological change in the Czech food processing
industry: What did we experience in the last decade?

Lukas Cechura

Annotation: The paper examines the contribution of technological change to changes in
technical efficiency and TFP (Total Factor Productivity). The results show that the
technological change did not contribute significantly to the development of efficiency in all
analyzed sector. However, the distribution of technical change suggests that the gap between
the best and worst food processing companies increased within the analyzed period. On the
other hand, the technological change was an important factor determining the TFP increase in
all sectors.

Key terms: Technological change, Technical efficiency, TFP, Czech food processing industry

1 Introduction

What did we experience in the last decade? The Czech food processing industry went through
significant institutional and economic changes. Accession to the European Union and the
accompanying implementation of CAP principles called for the modernisation and
enlargement of some processing capacities. Food processing companies had to modernize
their production due to the acquisition of acquis communautaire in advance of the EU
enlargement. The new standards forced financially poor companies to drop out of the market
(Puti¢ova, Mezera, 2008). Since the EU enlargement, processing companies have been
operating on the common market. Tariffs and other barriers were removed either before or
upon the entrance of the Czech Republic into the EU, which resulted in a significant increase
in both the export, and especially the import, of food products (Safatikovéa, Pohlova, 2008;
Svatos, Smutka, 2009). Export and import quantities became a significant determinant of
production. The increasing trend in imports exceeded that of exports in the slaughtering, fruit
and vegetable processing, and milling industries, and this resulted in a drop in production in
these sectors. The figures and results of previous studies (Cechura and Hockmann, 2010 and
2011) suggest that some companies have problems with a competitive environment, and
instead of taking advantage of opportunities in the common market, they are falling behind.
Moreover, the high intrasectoral heterogeneity suggests that further adjustment processes will

occur, and some Czech food processing industries will reduce their size (Cechura, Hockmann,
2011).

Since technological change is an important factor in a firm’s competitiveness, we examine its
contribution to changes in TFP (Total Factor Productivity) as well as its determinants. In
particular, the following questions will be explored. The first question relates to technical
change and technical efficiency. The aim is to identify which food processing industries are
following a path of sustainable development, characterized by the adoption of innovation and
reduced waste of resources due to inefficient input use, and to identify the factors which
determine developments in the analyzed industries. The second question concerns the
contribution of technological change to productivity development. The aim is to assess the
extent to which technological change contributed to changes in TFP. The last question
concerns sector-specific development. The aim is to assess the inter- and intra-sectoral
specifics of technology, efficiency and TFP development.
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2 Data and Methodology

The questions will be explored by estimating a joint stochastic frontier production function
model for the Czech food processing industry. The estimation of a stochastic frontier
production function model for the Czech food processing industry follows Cechura (2009).
Cechura (2009) showed that the presence of significant heterogeneity in firms overestimates
technical inefficiency. Considering both the theoretical criteria of the production function and
significant heterogeneity of firms, the author suggests using the Fixed Management model.
This paper will use the same data set, and therefore the Fixed Management model is
considered to be a proper choice.

The analysis is based on the assumption that production possibilities can be approximated by
a frontier production function which has the translog form. Following Alvarez et al. (2003 and
2004), the Fixed Management model in a translog form is specified as follows:

InTE, =In £(t,x,,m,;;B)—In £t.x,,m ;B)<0 , InTE,=—u, |, (1)
and
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2
. . (2)
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where x;; is a vector of inputs containing K=3 production factors - Labour (4;,), Capital (Cj)
and Material (M;,). Indices i, where i = 1, 2,..., N, and ¢, where € S(i ), refer to a particular
food processing company and time, respectively, and S(i ) represents a subset of years 7; from
the whole set of years 7T (I, 2,...,T), for which the observations of the i-#4 food processing
company are in the data set. a is an intercept (productivity parameter). f are parameters to be
estimated that determine the production function f. Technical efficiency, TE;,), with 0 < TEjy
< 1, captures deviations from the maximum achievable output. v;, captures statistical noise in
the data and u,( is the inefficiency term. The random error (statistical noise) v; and technical
inefficiency term u;q) of the stochastic frontier production function model are assumed to be
v, ~iid N(0,07) , Uiy ~iid N "(0,0,) and to be distributed independently of each other,
and of the regressors (for further references see Kumbhakar and Lovell, 2000). 2 ~ (0,1)

represents unobservable fixed management. The symbol e expresses that m; could possess
any distribution with zero mean and unit variance (Hockmann and Pieniadz, 2008). The

difference between real (m;) and optimal (m, ) management determines the level of technical
efficiency /see relation (1)/. Technical efficiency is defined by:

InTE, =y, +yt+7v,/Inx, 3)
h _ _ ® 1 2 #2
where Yo =B, (m; —m, )+5ﬂmm(mi m, )
7/1 :ﬂtm(mi_mj)

v, =B, —m;)

29



The technical efficiency consists of three components:
(1) time-invariant, firm-specific effect — management — y,,
(i1) interaction of m" with time — technological change — y,,
(i11)  interaction of m’ with the inputs quantity and quality — scale effect — y,.

Alvarez et al. (2004) showed that u; can be estimated, according to Jondrow et al. (1982), as
(4) with simulated m; according to relation (5).

o1 [ ol-lefm i) e,

S T S s e e A
where A= :_“ ,o0'=0,+0. and €,=v, —u,.
A ;{ZR:mf,fA(y, l,mz,,,Xi,ﬁ)
Elmly, X, 8]= 75— 5)
o 2oy X .3)

r=

The Fixed Management model is fitted with a maximum simulated likelihood using NLOGIT
version 4.0 - LIMDEP version 9.0 (Green, 2007). In the model, all variables are divided by
their geometric mean. That is, fitted coefficients represent the production elasticities evaluated
on the geometric mean of a particular variable.

Total factor productivity is calculated in the form of the Toérnqvist-Theil index (TTI) (see,
e.g., Cechura, Hockmann, 2010). The Toérnqvist-Theil index exactly determines the changes
in production resulting from input adjustments having a production function in the translog
form (for the proof see Diewert, 1976). Furthermore, Caves et al. (1982) showed the TTI
extension for multilateral consistent comparisons.

Changes in TFP can be expressed (Cechura, Hockmann, 2010) as either a ratio (on the mean)
of the output and input index (for CRS), or a multiplication of TFP components, i.e., scale
effect (SE), technical efficiency effect (TE), technological change effect (TCH) and

management effect (MAN).
InTFP, =Iny, —Int;™ =Ing, +Inv, +In7, +In g, ©6)
SE TE TCH MAN

where!

lnl//it = lnyit _lnyit ? (7)

" A bar over a variable specifies the arithmetic mean over all observations. If no aggregation is needed, i.e., only
the development of one variable is depicted, the index simplifies into the deviation from the mean of the
variables.
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Data set

The panel data set is drawn from the database of the Creditinfo Monitor of Companies,
collected by Creditinfo Czech Republic, s.r.o. The database contains all registered companies
and organisations in the Czech Republic. The analysis uses information from the final
accounts of companies whose main activity is food processing in the period from 2000 till
2007. After the cleaning process (removing outliers and negative values of the variable of
interest), the unbalanced panel data set contains 1,375 food processing companies with 6,473
observations, covering the period from 1998 to 2007.

The following variables, as defined above, are used in the analysis: Output, Labour, Capital
and Material. Output is represented by the total sales of goods, products and services of the
food processing company. Output was deflated by the index of food processing prices
(2005=100). The Labour input is total personnel costs per company, divided by the average
annual regional wage in the food processing industry (region = NUTS 3). Capital is
represented by the book value of tangible assets and is deflated by the index of processing
(industry) prices (2005=100). Finally, the Material variable is used in the form of total costs
of material and energy consumption per company, and is deflated by the index of processing
prices (2005=100).
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3 Results and Discussion

3.1 Parameter estimates

Table 1: Parameter estimates

Fixed Management model
Variable | Coefficient | Std. Error | P[ | Z| >7] | Variable | Coefficient | Std. Error | P[ | Z | >z]
Means for random parameters TT 0.00887 0.00102 0.0000

Constant -0.05543 | 0.00349 0.0000 | AT 0.01360 0.00136 0.0000
A 0.28800 0.00343 0.0000 |CT -0.00498 | 0.00079 0.0000
C 0.04557 0.00217 0.0000 |MT -0.00130 | 0.00094 0.1684
M 0.66928 0.00236 0.0000 |AA 0.15032 0.00475 0.0000
T 0.02208 0.00108 0.0000 |CC 0.02304 0.00135 0.0000

Coefficient on unobservable fixed management MM 0.16616 0.00214 0.0000
Beta m 0.13439 0.0021 0.0000 |AC -0.00171 | 0.00187 0.3624
A 0.06573 0.00257 0.0000 |AM -0.13543 | 0.00314 0.0000
C 0.05000 0.00142 0.0000 |CM -0.01886 | 0.00113 0.0000
M -0.18721 | 0.00205 0.0000
T 0.00054 0.00110 0.6204
Beta mm -0.18987 [ 0.00283 0.0000
Log likelihood
function 845.0026 Lambda | 7.85261 0.44175 0.0000
No. of parameters 23 Sigma 0.25356 0.00108 0.0000
Sigma v 0.03203 Sigma u 0.25152

Source: own calculations

Table 1 provides the results of parameter estimates. The estimated production elasticities
imply theoretical consistency of the estimates. That is, the elasticities are positive
(monotonicity), and diminishing marginal productivity (quasi-concavity) for each input was

estimated (5., + 8> — . <0, forr = 4, C and M).

Production elasticities were also found to be robust under different model specifications (see
Cechura, 2009). Material has the highest impact on production, with production elasticities
(Pu) 0.66928, which is also consistent with empirical observations. Labour elasticity (5,4) is
0.2880, which corresponds to the ratio of personnel costs to total output. The production
elasticity of Capital is 0.04557, which is a lower intensity than we would expect. This could
be caused by two factors working together. First, the accounting data does not contain
information about leasing, which is an important source of capital in the Czech Republic.
Second, a food processing company can face capital market imperfections.

Technical change has a strong positive impact on production, and it accelerates over time. On
average, the production possibilities increased by 2.2% per year. The hypothesis that the
parameters are time-invariant (Ho: fr=Lrr=Par=Lrr=Pcr=Prr=0) >, as well as the null
hypothesis about the Hicks neutral technological change (Ho: far=Brr=Bcr=Fur=0)’, was

2 LR test: FM model (LR = 291.2976); 005 (5) =11.070 .

3 LR test: FM model (LR = 86.5034); ¥, 05 (3) =7.815.
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rejected at a 5% level of significance. The technological progress was characterized as
Labour-using, and Capital- and Material-saving.

The parameter lambda is significant at a 5% significance level, and its value implies that
variation in the u; is more pronounced than variation in the random component vi. This
suggests that efficiency differences among firms are an important reason for variations in
production.

The monotonicity requirements on management imply that the first derivatives of the
9y,

production function with respect to management, >0, are positive for all companies.
Verification of this requirement using the level of actual management, m;, calculated from
relation (3), shows consistency with theoretical requirements, i.e., an increase in management

implies an increase in production for all companies.

Coefficients of unobservable fixed management (5, ,Bum »Pam -Pcm Pum) are statistically
different from zero, even at a 1% significance level, which is evidence of correctly choosing
the Random Parameter model as opposed to the conventional stochastic frontier approach.
The insignificance of Technological Change implies that Technological Change did not
contribute to the change in management productivity in the analyzed period (B7, = 0).
Moreover, the positive sign on management f,, > 0 and negative on squared management f,,,
< (0 implies that management determines production positively (see monotonicity) but with
decreasing effect. Finally, an increase in management causes an increase in production
elasticity and the marginal productivity of Material (8)s, < 0), and a decrease in production
elasticity and the marginal productivity of Labour and Capital (B4, > 0, fcwm > 0).

In terms of technical efficiency (Alvarez et al., 2004), the change in technical efficiency
resulting from a change in management and inputs is given by:

alnTE” :ﬁm +ﬂmmml +ﬂtmt+l3xmlnxit >
om,
dInTE, dInTE,
Rt —m and ————L= —m, ). 13
alnX” me (ml m[ ) at ﬂtl (ml ml ) ( )

Relation (13), together with £, > 0 and f,,, < 0, implies that an increase in m; has a positive
but decreasing effect on technical efficiency. An increase in Material implies a higher
technical efficiency for a given level of management. Labour and Capital have an opposite
effect.

Table 2 provides production elasticities with optimal and actual management calculated on
the mean of the sample. The production elasticities with optimal management (m;*), i.e., on
the production frontier, are very close to the means of the random parameters. This is
especially due to the fact that coefficients of unobservable fixed management (f,,,, for r = 4,
C, M) are very low compared to the means of random parameters. Since the mean of actual
management is different from the mean of optimal management, the production elasticities
calculated with actual management differ significantly compared to means of random
parameters.

33



Table 2: Production elasticities with optimal and actual management

Production elasticities with m;* Production elasticities with m;
A 0.28889 0.23230
C 0.04343 0.00038
M 0.67157 0.83276
RTS (Returns to Scale) 1.00388 1.06544

Source: own calculations

The sum of production elasticities with optimal management is equal to 1.00388, and with
actual management to 1.06544. That is, for the average company in the full sample, there is
no indication of economies of scale for optimal management. However, if actual management
is considered, there is an indication of increasing returns to scale.

Table 3 presents information about the production elasticities in selected branches of the food
processing industry. The results suggest that there is no indication of economies of scale in
the selected branches on the sample mean, except for the beverages industry. However, Table
4 shows that the differences among companies are large in all branches.

Table 3: Production elasticities (with m;*) and Returns to Scale*

A C M RTS Cases
Slaughtering 0.21255 0.03667 0.76545 1.01467 465
Dairy 0.20685 0.04891 0.75093 1.00668 252
Milling 0.21611 0.03286 0.75948 1.00846 134
Feedstuffs 0.22691 0.04495 0.73785 1.00970 222
Beverages 0.35725 0.07027 0.54493 0.97244 354

Source: own calculations

Table 4: Descriptive statistics of Returns to Scale

Mean Std.Dev. Minimum Maximum Cases
Food processing industry 1.00388 0.06225 0.68607 1.20800 2298
Slaughtering 1.01467 0.04014 0.77930 1.13119 465
Dairy 1.00669 0.06043 0.78168 1.10678 252
Milling 1.00846 0.04570 0.86151 1.10771 134
Feedstuffs 1.00970 0.04559 0.85445 1.08468 222
Beverages 0.97244 0.07694 0.74594 1.20800 354

Source: own calculations

Finally, if management is considered to be a production factor, there is a dramatic change in
economies of scale. The direct effect of management is given by:
()
8151# =B, +p,m" +pB t+B_Inx, . (14)

For the average company in the full sample, the direct effect of management is 0.1489 for
optimal management and 0.3123 for actual management. This suggests that if management
enters the production function as a production factor, the food processing company has
increasing returns to scale. However, the interpretation of marginal values of management is
difficult, since management does not have explicitly defined units. On the other hand, the
results suggest that management could be considered an important determinant of food
processing production.

* The calculations are carried out on the sample mean of the given branch.
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3.2 Technical efficiency development

The development of technical efficiency and its components for the food processing industry
and its selected individual branches is shown in Figure 1. Technical efficiency in the food
processing industry did not change significantly within the period from 2000 to 2007. The
rather volatile development of technical efficiency at the beginning of the analyzed period can
be attributed to the low number of observations in these years (see unbalanced panel data set).
That is, changes in the data set at the beginning of the analyzed period can be a severe
problem. In our comments, therefore, we take into consideration the period after 2000.

The stable development of technical efficiency in the food processing industry contradicts our
expectations. The adjustment processes connected with accession to the European Union,
accompanied by important changes in the institutional and economic environments, were
supposed to translate into adjustments in the organizational structure and structure of inputs of
food processing companies, which would have an impact on technical efficiency. The
breakdown of technical efficiency into its components does not provide any information about
a significant change either. Technological change did not contribute to the development of
technical efficiency, and the scale and management effect changed only slightly in the
analyzed period. However, the situation is different in individual branches of the food
processing industry.

The development of technical efficiency in slaughtering is almost identical to the
development in the food processing industry. The only differences are a small decline at the
end of the analyzed period, and the contribution of the management and scale effect. The
negative effect of management suggests that companies in the slaughtering industry have
problems with the adjustment processes. On the other hand, the positive scale effect suggests
that the companies were improving the scale of production. The dairy industry experienced
the same development trends as slaughtering. The only difference is a small positive change
in technical efficiency in the last year. The development of technical efficiency in the milling
industry was quite volatile, with a significant decrease in technical efficiency at the end of the
analyzed period. Changes in technical efficiency were determined by both the management
and scale effects. The contributions of these effects were rather random. The main factors
determining the developments in the milling industries were the exploitation of unused
production capacities and the impact of weather on the quality of raw materials. Technical
efficiency in feedstuffs increased significantly in 2005; however, this positive change was
almost reversed by a decrease two years later. The changes in technical efficiency were
determined by the management and scale effects. Their contribution was largely volatile.
Whereas management contributed positively and the scale effect negatively in 2005, the
opposite was true in 2007. The rather random development in this industry is the result of
changes in the quantity of production. Finally, the development of technical efficiency in
beverages has a slightly decreasing trend, which was positively determined by the
management effect and negatively by the scale effect. The decreasing trend in technical
efficiency in beverages is largely a result of considerable structural changes in the industry.

As far as technological change is concerned, the common feature of all analyzed branches of
the food processing industry is that it did not contribute significantly to the development of
efficiency in the analyzed period. However, the distribution of technical change suggests that
the gap between the best and worst food processing companies increased within the analyzed
period.
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3.3 TFP development

Figures 2a through 2f present the development of TFP in the food processing industry,
according to its branches. The figures on the left-hand side provide TFP development without
the technical efficiency component. The figures on the right-hand side show the TFP with all
its components. The technical efficiency component is added using the decomposition of
technical efficiency into technological change, management effect and scale effect.

TFP development in the food processing industry shows an increasing trend. An increase in
productivity was positively determined by technological change and the management effect,
especially in the last three years. The positive effect of technological change on productivity
is a common feature for all analyzed industries at the end of the analyzed period. That is, we
cannot observe sector-specific effects. This suggests that the improvement in production
possibilities was due more to the diffusion of knowledge generated in another part of the
economy, or imported from abroad, than to the sector’s own research and development.
Moreover, since all companies had to comply with the acquis communautaire, significant
investment was needed in all sectors. On the one hand, this explains the relatively high impact
of technical progress on the period under investigation. On the other hand, the compliance
process can be regarded as one reason why productivity changes were mainly homogeneous
among sectors and companies.

In addition, the figures for individual sectors show some differences among the analyzed
sectors. The drop in technical efficiency in slaughtering at the end of the analyzed period
lowered the positive change in productivity. This suggests that an increasing trend in the
import of meat products can have a significant negative impact on the competitiveness of
slaughtering companies. The dairy industry experienced a calm positive trend in TFP, with a
significant positive contribution from scale effect and a negative contribution from
management effect. TFP development in the milling and feedstuffs industries was
significantly determined by a rather random development in technical efficiency. Unlike in
the slaughtering and dairy industries, the management effect contributed positively, and the
scale effect negatively, to productivity development in the milling, feedstuffs and beverages
industries.
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Figure 1: Technical efficiency development in food processing industry and by individual branches
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Figure 2: TFP development in food processing industry and by individual branches
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d) Milling
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4 Conclusion

In this section we will concentrate on the questions raised in the introduction, namely the ones
regarding the identification which food processing industries are following a path of
sustainable development, characterized by the adoption of innovation and reduced waste of
resource due to inefficient input use, and the identification of factors determining the
development in analyzed industries, regarding the contribution of technological change to
productivity development and the assessment to which extent the technological change
contributed to the changes in TFP.

Technical efficiency in the food processing industry did not change significantly within the
period from 2000 to 2007. The same holds for slaughtering and dairy industry. Milling,
feedstuffs and beverages experienced rather random development of technical efficiency. The
common feature of all analyzed branches of the food processing industry is that the
technological change did not contribute significantly to the development of efficiency in the
analyzed period. However, the distribution of technical change suggests that the gap between
the best and worst food processing companies increased within the analyzed period.

TFP in the food processing industry significantly increase within the analyzed period. The
technological change was an important factor determining the TFP increase at the end of the
analyzed period. Since the positive effect of technological change on productivity was a
common feature for all analyzed industries this implies that we cannot observe sector-specific
effects. This suggests that the improvement in production possibilities was due more to the
diffusion of knowledge generated in another part of the economy, or imported from abroad,
than to the sector’s own research and development. The reason can be found in the
compliance process as well as strong economic growth.
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Innovation and Power in Food Supply Chains: The Case of
the Potato Sector in the UK

Cesar Revoredo-Giha, Philip Leat, Alan Renwick and Chrysa Lamprinopoulou-
Kranis'

Abstract: This paper deals with innovation in supply chains and discusses the effects that its
organisation (e.g., bargaining power along the chain) might bring on innovation and ultimately to
the sustainability of the chain. The analysis was carried out considering the case of the UK potato
sector and by comparing three case studies: the first two consider the situation of a supply chain
that sells fresh potatoes to retailers (one in South England and another in Scotland), whilst the
third one consists of a supply chain that produces potatoes to be further processed. The results
indicate that the supply chain leader plays an important role in both in the organisation of the chain
and in the initialisation, management and success of the innovation.

Key words: Innovation, agri-food supply chains, potato sector, UK agriculture.

1 Introduction

As the Common Agricultural Policy (CAP) evolves towards a model where the broad
objectives of sustainable management of natural resources and a more balanced territorial
development become as important as the incentive of food production (although viable food
production is still envisaged as one of the broad objectives of the future CAP), the
sustainability of farming will necessarily become more dependent on the supply chains within
which it operates.

Within this context, business decisions, including those relating to innovation, are expected to
depend not only on individual factors affecting the willingness to adopt (e.g., see Feder et al.,
1985 for a survey of some of the individual factors affecting individual adoption of
innovations) but also on the characteristics of the business environment in which farmers
operate. The fact that power imbalances in the supply chain may affect the size and
distribution of research benefits is not new, it can be found in Alston et al. (1997) who
considered a setting where processing firms operated under oligopsony power in buying raw
farm products and oligopoly power in selling processed food products.

A recent European Communication on the operation of supply chains (EC, 2009) stated that
an important problem in the food supply chain is that relationships between the different
actors are sometimes conflicting. A specific feature of food supply in Europe is that it
includes very different economic agents: farmers, either independent or in cooperatives; food
producers, from SMEs to large international groups; and distributors, from small corner shops
to large supermarkets chains. In fact, according to the Communication, “contractual
imbalances associated with unequal bargaining power have a negative impact on the
competitiveness of the food supply chain as smaller but efficient actors may be obliged to
operate under reduced profitability, limiting their ability and incentives to invest in improved
product quality and innovation of production processes.” (EC, 2009, p. 6).

In the UK a small number of supermarket chains now provide the primary interface between
60 million consumers and the industry that produces their food (Cabinet Office, 2008). Over
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time, and with consolidation, power in the food supply chain has shifted towards the small
number of major retailers that now account for an estimated two-thirds of all food sales.

Under the described context, the question discussed in this paper is whether the organisation
of the supply chains and its characteristics are important for innovation to occur and what the
possible effects of imbalances of power in the supply chain may have. We focus the analysis
on the potato supply chain in the UK, not only because it is an important crop within the
country but because conflicts between retailers and other chain participants have been more
visible, and the formers’ power has been more explicit than in other chains.

The paper is structured as follows: first we provide a brief overview of innovation in supply
chains. Next, we provide a short description of the UK potato sector. This is followed by a
description of the three case studies in terms of their background, organisation and innovation.
In the next section, we compare the three cases highlighting the relationship between supply
chain organisation and innovation. Finally, we present conclusions.

2 Innovation and the food supply chain in the literature

The focus of this paper is on innovation in the food supply chain. The main reason for this, is
the acknowledgement that increasingly food is produced within supply chains and less within
a sequence of markets ((e.g., producer markets, wholesale markets, retail markets). Innovation
also tends to occur in sort of organised way, in many cases being a focal company or the
captain of the supply chain the one that initiates the introduction of new products.

Yakovleva and Flynn (2005) the food supply chain is a system of stages, which represent
particular sequence of economic activities, through which resources and materials flow
downstream for the production of goods and the provision of services for ultimate
consumption by the consumer. Thus, a typical food supply chain tends to consist of the
following stages: origin of resource, agricultural production, primary processing, further
processing, final manufacturing, wholesale, retail, food service and domestic consumption.

The food supply chain is perceived as a network of organisations that have primary economic,
but also social relationships with each other that enable the functioning of the supply chain to
produce goods and services.

As regards the meaning of innovation used in this paper, as in the case of Omta (2002), we
use the broad definition describing it as the creation of new combinations. These new
combinations can be a new product, a new technology for an existing application, a new
application of a technology, the development or opening of new markets, or the introduction
of new organisational forms or strategies to improve results. This means that an innovation
can be not only a new product, but a new production process, a far-reaching re-organisation of
production and distribution, or even an improved way to achieve innovations, for example by
means of venture capitalism (Omta, p. 73).

It is in the context of a supply chain (or a network) that a successful innovation entails not
only a new product, but the satisfaction of new demands on quality, quantity, transparency
with regard to the origin of natural resources (the suppliers), timeliness (logistics and
distribution) and the availability of the product (e.g. at the supermarket).

According to Omta (2002) the success of innovations in the chain depends on three related
elements, namely the context, cooperation characteristics, and the critical success factors for
innovation at company level. However, the aspect that we want to highlight in this paper is
the importance of balance of power between suppliers and buyers (Porter, 1985) and its
interrelation with leadership in a supply chain (Little, 1970). These factors have effects on
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innovation as a supply chain where the power relationships are balanced; the leader can play
the role of facilitator identifying innovation opportunities, organising it along the chain, and
sharing the gains and losses with the other participants in a way that they find it fair. This
behaviour feedback of the chain increasing the trust and commitment of the participants,
which increases the uptake of innovations.

In the next section we aim to study the interaction of these factors on the UK spotato supply
chain.

3 The UK potato sector

The purpose of this section is to present some trends of the UK potato market in England and
Wales and Scotland with the purpose of providing a context where for the supply chains
studied in the paper operate.

Figures 1 to 4 present key variables of the potato production in Great Britain. As shown in
Figure 1, the area under potatoes in England and Wales has been decreasing since 1982,
whilst in Scotland it has been growing at slow pace. This is reflection of the elimination of the
potato supply quotas. The total number of hectares was in 2010 about 126 thousand hectares
of which 110 thousand hectares were planted in England and Wales.

Figure 2 show the potato yields in England and Wales and in Scotland. Although cyclical, the
yields, which are close all over Great Britain, have kept an increasing trend, which have
compensated the decrease in area and kept the volume of main crop potatoes relatively stable
in 5,793 thousand tonnes in 2010. Domestic prices for mainware potatoes (see Figure 4) show
a slightly increasing trend although with similar cycles as observed in yields (109 £/tonne in
Scotland and 139 £/tonne in 2010).

As pointed out in Yakovleva and Flynn (2005) as regards the potato varieties, the most
popular one is planted in Great Britain is Maris Piper, which is a main crop variety and it
accounted for almost one quarter of the total planted area of potatoes in Great Britain in 2003.
It is considered to produce the higher quality chips than other potato varieties. Estima, which
is an early crop variety, is the second most popular variety grown and accounted for 8.8 per
cent of the total planted area of potatoes, Lady Rosetta is the third (4.8 per cent), closely
followed by Maris Peers (4.7 per cent).

Maris Piper, which is the most popular variety used for home cooking and by chip fryers, is
the most planted potato variety; hence this could indicate that the most popular processing of
potatoes in Britain is chip frying. According to the information from British Potato Council,
However, Maris Piper is very susceptible to diseases and pests, therefore is very rarely grown
extensively in organic production. Maris Piper exists only in the form of a conventional
potato.

As shown in Figure 5, most of the domestic consumption of potatoes is domestically supplied.
Imports of potatoes to the UK have grown over time and they constitute approximately 29 per
cent of the consumption for human purposes. The major suppliers of potatoes from abroad are
France, Germany, Israel, the Netherlands, Egypt, Spain and Cyprus.

Figure 6 shows the disposition of potatoes destined through retailers and food service. The
majority of harvested potatoes are sold on the fresh produce market, however, over 2 million
tonnes of potatoes (approximately 30 per cent of the UK annual harvest) are sent for
processing (Yakovleva and Flynn, 2005). Within potato processing industry, the production of
frozen and chilled potato products has steadily increased over the last decade (see Figure 6).
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As pointed out by Yakovleva and Flynn (2005) the market for canned and dehydrated
potatoes has remained stable. It is important to note that the UK potato market is not only
supplied by domestic potato processors, but also by processors from abroad, which have been
increasing at a fast pace. The majority of imports are frozen and chilled potatoes.

As shown in Figure 6, there is decreasing trend in the consumption of fresh potatoes,
compensated by the consumption of processed potatoes.

4,000
3,500 A
3,000 A
2,500 +
2,000 4+ @ Crisped
@ Canned/Dehydrated/Other
@ Frozen or Chilled
1,500 +—
OFreshorraw
1000 +— Athick border denotes
usesinthe foodservice.
500
0 == == = === == ==
Retailer| Food |Retailer| Food |Retailer| Food |Retailer| Food |Retailer| Food |Retailer| Food |Retailer] Food
Service Service Service Service Service Service Service
1988-90 1991-93 1994-96 1997-99 2000-02 2003-05 2006-08

Figure 6: UK disposition of potatoes 1988-2008 through retailers or food service
Source: AHDB.

46



4 Empirical work

4.1 Methodology

The methodological approach, in the absence of detailed statistical data, comprised two
elements: first, to present three case studies: (1) the relationship between a Scottish processor
(who also fronts a group of producers) and a multiple retailer, and (2) that between a
processor in Southern England and a leading multiple retailer and (3) a supply chain where
the focal company is potato processor. Three aspects are analysed in each chain, based on
secondary information publicly available in newspaper and journals, namely: the business
history, the organisation of the supply chain and the innovation related activities.

The second aspect of the methodology consists first, a theoretical analysis of the different
elements that comprise a collaborative supply chain, as in our view, this is key for the
development of innovations along the chain. Second, aspects of this collaborative supply
chain are compared with the three case studies in order to extract lessons.

4.2 Case studies

This section comprises the description of three case studies. Two of the case studies
correspond to fresh potato supply chains whilst the third one is of a processed potato supply
chain. It should be noted that the first two cases are of interest because the relationships
between processors and retailers were not very successful. Therefore, they can provide
lessons as regards elements that are important when establishing a relationship with a
powerful agent, within which investments will be made. In addition, they are both cases
where the weaker party made investments over time; therefore, despite the imbalanced power
situation innovation still took place. In contrast, the third case is a successful case where the
power is more balanced and the processor behaves as the captain of the supply chain
organising it and proposing and developing innovations.

4.2.1 Scottish case study

Business history

In the 1980s, there was a move from buying potatoes unwashed in bulk to the washed, pre-
packed form as buyers wanted even more convenience and new ideas. This meant even more
challenges for the declining number of potato growers, pre-packers and processors aggravated
by the increasing demand for pasta and rice-based meals. Marketing developments led to the
disappearance of traditional grades and the emergence of user-friendly tags. This reinforced
the decline in demand for fresh potatoes, but led to the growth of the added-value market,
such as prepared mash potatoes.

The company that is centre of this case, Taypack, began in 1986 when Russell Taylor and his
son, George, diversified into supplying washing quality potatoes to local packers, who then
supplied supermarkets. In 1993 they shortened the supply chain and installed their own
washing line at Moncur, packing baking potatoes for the Scandinavian market. Two years
later George Taylor established the grower group Taygrow Produce, with 15 members and
1,000 acres. At the same time a new grading system was installed as well as two new washing
lines. Contracts were established with supermarkets and in 1998 Taypack bought out Stokes
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Bomford in Fife, which was packing for Asda’s distribution depot in Grangemouth. The
business was brought to Moncur and the company handled most of the production from 8,000
acres of potatoes in Perthshire, Angus and Fife, supplying Asda depots at Grangemouth,
Washington and Wigan, which collectively service 94 stores from Elgin in the north to mid-
Wales.

In 2008 Taypack Potatoes, after several years supplying ASDA, decided to end their
agreement with it in an attempt to protect the long-term future of the company and its
growers. It is believed Taypack's misgivings over the contract began some time ago but came
to a head recently when Asda, which paid the company around 180 per tonne, demanded more
potatoes were supplied, forcing the growers to buy in potatoes at 230-300 a tonne. Growers
also pointed to two fuel rise prices over the past 12 months and a threefold increase in
fertiliser, which had not been acknowledged by the supermarkets.

George Taylor, chief executive of Taypack, presented a two-year proposal, based on the true
cost of production, which was not accepted by ASDA, which was reluctant a sustainable
price in a year when uncontracted supplies of potatoes are trading at a substantial premium.
ASDA moved to replace the 80,000 tonnes a year of potatoes with produce from other
suppliers.

The aftermath was that Taypack’s plant was bought by QV Foods, based in East Anglia. The
deal, meant an increase in production, to create more than 100 jobs and safeguard hundreds of
others in the Scottish potato-growing sector. Taypack continues growing, sourcing and
procuring potatoes to supply the Inchture packing facility, as well as other processing
facilities, and has also benefited from the increased distribution opportunities in the South
arising from the new venture with QV Foods. The supermarkets being supplied by QV in
Scotland includes Asda. It also supplies Aldi, Lidl, Iceland, Morrisons, Co-operative shops
and Spar shops.

Organisation of the chain

The “Taypack supply chain” comprised a group of 100 growers from East of Scotland, which
produce about 100,000 tons of potatoes that are packed each year at the packer plant. Of those
growers, 50 were committed to Taypack exclusively and within that number 26 were
members of Taygrow, a growers co-operative set up specifically to supply the Inchture
packhouse. This cooperative provides 1,900 ha of the 3,000 ha required.

The packing plant used to employ 220 people at its base at Inchture, Perth. Its business
represented 9 per cent of the UK's annual 1.5-million-tonne fresh potato market. Asda was the
major customer of the firm, taking about 80 per cent of the 100,000 tonnes of the product for
distribution to its stores in Scotland and the north of England (40 per cent of Asda's UK fresh
potato business).

In addition to Asda, Taypack used to supplies supermarkets and wholesale customers in
Europe and Scandinavia. Aldi's Scottish fresh potato business which remains unaffected.
Taypack in 2007 acquired a 25 per cent shareholding in a Ukraine-based farming company.
700 ha of potatoes were planted in Ukraine in spring 2007.

Innovation related activities

Three innovation or improvement in the supply chain can be found: First, the establishment of
a modern packing plant by Taypack; second, a training programme supported by ASDA to
strengthen the supply chain and third a potato breeding agreement with the James Hutton
Institute (former Scottish Crop Research Institute).
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As regards the Taypack plant, this was supported by a £ 500,000 grant from the Scottish
Executive’s processing and marketing scheme for agricultural produce and costed a total of £
3.5 million facility. The plant was built at Moncur Farm, near Inchture (Angus). The plant
was described as impressive in terms of quality control, traceability and automation.

The second type of innovation was a national training programme covering 270 fresh produce
growers (not only potato growers) throughout Scotland, England and Wales organised by
ASDA that started in 2005. This was a £ 350,000 three-year scheme involving the whole
supply chain. In Scotland the initiative involved SAC and Taypack Potatoes and around 70
potato producers linked to the Taypack group.

The third innovation is associated to a breeding potato programme associated to the former
Scottish Crop Research Institute. It started in 2005 (also as part of the Scottish research
Programme). This breeding programme has left a legacy of hundreds of crosses which will be
available for further use, but attention has recently focused on an unnamed selection which is
very near to commercialisation and is grown on a field scale. The variety coming from the
breeding programme was multiplied by the Brown family at West Adamston, near Dundee
and is showing good tuber blight and blackleg resistance. It also shows partial resistance to
pallida, a type of potato cyst nematode. There is also good immunity to virus Y and powdery
scab.

It should be noted that QV Foods, Pseedco & Taylor Food Group have just signed a five year
breeding deal to continue the work with the James Hutton Institute's Mylnefield Research
Service (MRS) subsidiary. It is expected that new work will use the latest technological
advances, including the recent mapping of the potato genome to develop new varieties from
salad potatoes to baking potatoes.

4.2.2 South of England case study

Business history

The Romney Marsh Potato Company was founded in 1950 by Jules Sleap who began serving
London greengrocers after reading that housewives had to queue for rationed potatoes. It
started to supply Tesco with potatoes since 1959. The family-run Kent company packed
potatoes for Tesco for 47 years, when the retailer ended a packing contract with the family-
run firm. A total of 81 of the 108 workers at the Romney Marsh Potato Company, in New
Romney, Kent, were made redundant.

In words of Peter Thake, Romney Marsh’s procurement director: “I can’t understand Tesco’s
thinking. It has admitted we have done everything for it that we should have done, and our
quality record and service records are second to none. “This was our total business. We only
supplied Tesco, because that’s the way they wanted it. We want to find another contract, but
these days most supermarkets are reducing their packers rather than looking for extra” (The
Grocer, 2005).

From the Tesco’s side a spokeswoman for retailer said: “We acknowledge the service of
Romney Marsh Potato Company. We remain committed to buying potatoes from Kent and
supporting Kentish potato growers.” (The Grocer, 2005). The termination of its contract with
the Romney Marsh Potato Company was part of Tesco’s rationalisation of its potato supply
base.
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After the end of the contract with Romney Marsh Potato Company, packing companies in
Lincolnshire and Somerset (i.e., Premier Foods’ Branston, QV Foods, Greenvale AP and St
Nicholas Court Farms) were used to pack up potatoes grown in Kent. Branston manages the
Tesco potato supply account with QV Foods as well as itself; these two firms now supply
Tesco with two-thirds of its fresh potatoes. Tesco will continue to source potatoes from Kent,
Sussex and Essex but packing operations have moved to Branton’s plant in Lincolnshire. It is
interesting to note that another Kent firm, St. Nicholas Court Farms, will have its packing
contract with Morrison’s cut in July but will continue to pack for Tesco, along with Greenvale
AP (Farming News Review - April 2005).

The Romney Marsh Potato Company went out of the potato business and ended up letting
their facilities (i.e., their transport fleet and 4,000 tonnes of cold store).

Organisation of the chain

The supply chain involved farmers from Kent selling potatoes to the Romney March Potato
Company and this packing them and selling to Tesco.

The relationship between the packer and the retailer was based mostly on a long term informal
relationship. As pointed out by Mr Sleap, manager of the packing company, in all those years
of business, he could not recall any written agreements with Tesco that could be considered
sales contracts. The main paperwork, he said, was a letter sent to Tesco each year agreeing to
pay Tesco an "overrider" - a percentage of its turnover. The company never queried the
payment, because he believed all his competitors paid it too. In the last year of business Mr
Sleap said that the overrider rose from 2 per cent to 3% per cent of turnover, though there was
no increase in tonnage bought. Such payments were investigated by the Office of Fair Trading

(OFT) in its audit of the supermarket code of practice and Tesco was given a clean bill of
health.

Tesco said all such payments from the Romney Marsh Potato Company would have been
agreed in advance. Safeway, however, was criticised for demanding up to £2.5m in "loyalty"
payments from suppliers, in 44 instances, prior to its acquisition by the supermarket
Morrisons. Although they were a violation of the code of practice, there was no evidence
suppliers had complained about them, the OFT said.

Innovation related activities

The potato company innovation related activities consisted into two: first, an investment in
state-of-the-art machinery of £ 2.2 million in the three years before the end of the contract
with Tesco. The second activity was the organisation of an agronomic service for the farmers
supplying the company.

4.2.3 Potato processor case study

Background

McCain is a privately own Canadian company own by a family that started in 1957. They
have fifty five plants in six continents. Great Britain was the first market that the company
moved out of Canada first with imports of Canada and in 1968 they built a factory in
Scarborough. Now the company has five factories and a potato seed factory in Montrose.
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Employment in Great Britain reaches 2000 people and turnover of 400 million GBP. The
company buys around 13 per cent of the British potato crop.

Organisation of the chain

The company is a leading player in three main channels: retail market, catering or food
service marketing, and quick service restaurants. They are best known for their retail business.
Since they started in business they build markets, they build categories. According to the
McCain CEO Mr. Nick Vermont, the key elements of their strategy as regards their customers
consist of:

e Building markets — instead of buying businesses the company considers that it is a better
strategy to build markets.

e Diversification by channel and by customer — As mentioned by the McCain CEO the
benefit of a strong relationship is the ability to say “no” when the relationship is not
satisfactory. Furthermore, in this way the company dilutes the power exercised by
retailers.

e Relevant differentiation — The Company puts emphasis in understanding what customers
want, as that is the source of value creation and in differentiated their products in the eyes
of consumers.

e Delivering value to customers and consumers — Whatever they do, it starts with
understanding of how consumers shop, how they prepare food, how food fit in their diet.
It is important to match the need of their customer (quick service restaurant or the local
fish and chips).

e Innovation on products and processes.

As regards their supplier the company aims to maintain a long term relationship. The
company is organised by growers groups that produce the required varieties for McCain. The
latter behaves as a captain of the chain overseeing all the operation and organising all the
activities from what consumers want to ways to streamline their suppliers operations.

Innovation related activities

The innovation on the McCain supply chain can be found in two areas: introduction of new
products and organisation of the supply chain to support innovation and create value.

As regards the introduction of new products, while the McCain company spends 20 million a
year on advertising and it is a top 20 brand; they are keen on keep innovating through the
introduction of new products. Examples of innovations in Great Britain and their year of
introduction are: oven chips (1978), micro chips (1985), home fries (1997), rustic oven chips
(2006), microwavable potato jackets (2012).

With respect to the organisation of the supply chain, the company have maintained the
following characteristics:

e Long term view — The company has always taken a long term view taken into
consideration that there have been a declining number of growers and planted hectares
over the last 50 years but yields have compensate production (although they have been
stable in the last 5 years).
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e Predominantly forward contract based — As it buys specialised varieties, the company
has used forward contracts to ensure enough supply of potatoes to keep their factory
running non-stop.

e UK sourced
e First class food safety and traceability

e Managing volatility — As they contract their potatoes in November-December for
planting the following spring and delivering during the following 12 months, the issue of
volatility is very important. Management volatility (e.g., spikes in energy, tractor diesel,
fertilisers) is important but the key thing is to maintain the stability of supply.

e Driving economic and environmental sustainability - This is very important and there
has to be value for all the partners. It takes several aspects: their growers have to make
money; environmental sustainability (e.g., increasing pressure on water) comes as part of
the social corporate responsibility of the company.

As mentioned by McCain CEO, Mr. Nick Vermont, 5 or 6 years ago they were struggling to
contract all the potatoes they needed. They felt that they needed to change their contract
model. They make their growers change their mind about who their competitor were (i.e., not
their neighbour but the European one) and to make the growers to work together.

The company organised McCain grower groups, which are close to a cooperative. This was
due to the difficulties in managing 300 individual growers each operating individually.
McCain did not force the growers into specific groups, i.e., it did not tell them who to partner
with but made clear that if the growers wanted to grow their tonnage, access to new varieties,
and access to new investment then they needed to be in grower group. Then you can get the
economies of scale that would allow providing the product for McCain at a competitive rate.

The grower groups started in 2003 and they do 20-60 thousand tonnes a year between the 10-
25 members self selected. The groups are limited companies. All the farmers are directors and
they have one full time coordinator.

An interesting aspect of the chain is the management of price volatility (inputs and outputs)
which is based on an indexation model introduced to measure movement of potato growing
costs.

5 Discussion

The purpose of this section is to start presenting elements that are important for the
functioning of a collaborative supply chain for the development of innovations and ultimately
for the sustainability of the chain. Next, we compare the characteristics observed in the above
case studies with the framework, in order to extract lessons.

5.1 Elements of a collaborative supply chain

Before discussing the characteristics of the supply chain and their influence on innovation in
all the presented case studies, it is important start from a framework that serves as a standard
for comparing the cases. The selected framework corresponds to one of the development of
collaborative supply chain relationships within which decision making and it is taken from
Leat and Revoredo-Giha (2008). This framework is presented in Figure 7.
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Figure 7. Organisation of a collaborative supply chain

Source: Leat and Revoredo-Giha, 2008.

As shown in the Figure this type of integrated supply chains, invariably involves the
development of inter-organisational relationships. Such relationships, if they are to be
sustainable, should be stable and mutually beneficial for all the member of the chain and a
source source of competitive advantage (e.g. Dyer and Singh, 1998; Sahay, 2003; Power,
2005).

As shown in the Figure, the supply chains are not in vacuum but their relationships take place
within a social, cultural, political and economic environment. In the wider scope of
economic activity - be it production, exchange or consumption - such activity is regarded as
“embedded” in patterns of social organisation, relationships and cultural characteristics
(Granovetter, 1985). The notion of social embeddedness encapsulates the idea that economic
behaviour is embedded in, and mediated by, a complex and extensive web of social relations.
In the case of food supply networks or chains, both economic relations (as reflected in prices,
costs and markets) and social ones (such as local ties, trust and friendship) are seen as being
vital for success (Hinrichs, 2000; Winter, 2003).

A fundamental pre-requisite of good marketing performance is that of awareness of the
customer, and their needs. Harmsen et al. (2000) note that market orientation involves a focus
on, and responsiveness to, customers and competitors, as part of an external orientation.
Within the context of supply chains and their performance, this awareness should be extended
to embrace the needs of other chain participants as well. Such awareness invariably involves
information sharing (Peterson et al., 2000).

Assessing the quality of inter-firm relationships has been the focus of many recent studies.
Roberts et al. (2003) reviewed several of them, which along with other studies have illustrated
the importance of “soft” factors as indicators of relationship quality. These factors are
satisfaction, commitment and trust. Satisfaction (cognitive and affective evaluation based on
the personal experience across all episodes within a relationship (Storbacka et al., 1994, p.
25); commitment (an enduring desire to maintain a valued relationship - Moorman et al.
1992, p. 316), and trust (“willingness to rely on an exchange partner in whom one has
confidence”, Lewin and Johnston, 1997, p.28). It has been suggested that the outcome of trust
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is “the firm's belief that a partner’s company will perform actions that will result in positive
outcomes for the firm as well as not take unexpected actions that result in negative outcomes”
(Anderson and Narus, 1990, p.45).

Moving away from the attributes of supply chain participants to the mechanisms which can
further enhance supply chain relationships and performance, we have communication, sharing
rewards and penalties and whole chain planning. Communication has emerged as an
important factor in achieving successful inter-firm co-operation (e.g. Bleeke and Ernst, 1999;
Mohr et al., 1996; Tuten and Urban, 2001). Since communication allows chain participants to
learn about and react to changes in the requirements and expectations of other chain
participants, superior chain performance, enabled by modern information technologies, is of
prime importance to the continued development of inter-firm relationships. The concept of
sharing rewards and penalties within the chain is a mechanism for driving chain efficiency
and unity (Peterson et al., 2000). This might be regarded as particularly important within agri-
food chains where the overall supply chain margin is under pressure such as in agrifood.
O’Keeffe (1998), in presenting lessons from supply chain partnerships in Australian
agribusiness, identifies the importance of rewards being shared equitably for partnership
success. Peterson et al., (2000) stress that whole chain planning is necessary for whole chain
success and all chain members should be involved in the planning process if a chain's
potential is to be realised.

An important aspect for the performance of supply chains, and in our view for the success of
innovations, is the value of leadership to successful supply chain relationship has been
summarised by (Peterson et al., 2000): ... “leaderless chains lack vision, direction and unity
and are characterised by a high failure rate. The leader’s role is to provide the focus and
coordination, and to ensure that all participants know, and are committed to, the customer's
objectives.” (p. 10). Lambert and Cooper (2000), identify the importance of management
effort by the focal company, regarding this as a key requirement for supply chain relationships
involving managed and monitored supply process links. Furthermore, the quality of
leadership within supply chain firms is an important driver of development and improvement
as this helps to shape the culture of the firm as well as managing the perceptions held by staff
of “us and them” in their alliances (Kidd et al., 2003).

5.2 Fresh potato supply chains

Figure 8 represents the stylised facts of the studied fresh potato supply chains. The focal
company is the processor (i.e., the packer), which is the one that coordinates the relationship
between retailers and the rest of the chain.

The processor has the role of preferred supplier of the retailer. In the studied cases, the
retailers exercise strong power since they could easily replace the processor as a supplier. In
addition, the processor does not have a diversified customer base as one retailer is their main
client (i.e., Asda in the case of Taypack and Tesco for the Romney Marsh Potato Company).
The effect of this structure is that the returns of any innovation, and in general the margins of
production, depend on the negotiation with the retailers, which would take the lion’s share.

The described situation limits one of the tools that the captain of the chain has to maintain
commitment on the chain and trust, which is the possibility of administering rewards. With
tight margins, growers do not necessarily commit their production or they do not necessarily
commit to improvement in the chain.

54



Possible assistance from third party,
innovation broker / facilitator - may be
private company or knowledge
exchange organisation with public
funding

: Processor U

organises the
development and

adoption of
innovations (e.g., Processor
new products). roposes hew
Not all the farmers are committed to g ) pprgducts to

the supply chain or trust the

d 3 the retailer to
processor. The relationship for - keep its role -

some of them is more tr_ansactional of preferred
than collaborative. supplier.

<€ >

Retailer, as a gate keeper and as the participant in the chain with bargaining power
extracts higherreturns from the innovation

Figure 8: Innovation in a supply chain where retailer has bargaining power

5.3 Processed potato supply chain

Figure 9 portraits the main characteristics of processed potato supply chain. As in the fresh
potato chain, it is the processor. The processor is the focal company and captain of the chain.
It organizes the innovations and all the improvement along the chain.

An important difference with respect to the fresh potato supply chain is that in this case the
processor diversifies customers. This allows it to increase the power and particularly to be
able to extract higher returns from retailers. Nevertheless, the competition from products from
abroad keeps tight the margins. An important aspect that helps into the cohesion of the chain
is the incorporation of a cost index for growers, which allows contracts to be adjusted by
changes in the different inputs. Not considering this risk-management factor brought the
supply chain Taypack-Asda to an end.

A key aspect is that, in contrast with the fresh potato case, the processor has power within the
supply chain. This power, in their relationship with the growers, derives not only that it offers
economic conditions that allow every member of the chain to profit of the relationship but
also from the fact that the processors oversight the entire supply chain. It collects information
from consumers or retailers and passes it to the rest of the supply chain.
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6 Conclusions

The main conclusions from the analysis of the case studies are as follows:

The distribution of power is important for both innovation and sustainability of the supply
chain:

o As regards of the distribution of returns from the innovations as these have effects
on the uptake of new technology by different member of the chain.

o This has implications in terms of trust and commitment to the supply chain leader
and to operating within the supply chain.

o Because the exercise of the power has implications for innovation, it has also
effects on the sustainability of the supply chain.

It is clear from the case studies that for the so called captain of the supply chain to have an
active role in promoting innovation, it needs to have power enough to ensure the fair
distribution of returns and this might be achieved through diversification of customers
(particularly when retailers have so much economic power).

What about farmers? Because the position they are in the supply chain, operating
individually they have little chance to start potentially successful innovations of their own
and their best chance is to operate within a supply chain where the chain leader organises
growers and proposes innovations that take into consideration what customers and
consumers want.

Furthermore, operating within a supply chain of collaborative characteristics, farmers
have the possibility to build in the relationship risk management (like cost adjusted
contracts) elements that protect them in times of price volatility.

There are certainly several areas of further research to be considered:

One is focusing on the relationship between the characteristics of the supply chain and
innovation within the agricultural sector. We believe that the food supply chain has
peculiar characteristics that make lessons from other sectors of limited interest. One of
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these is the fact that food supply chain moves from commodities to consumer level
products.

e Another is how to create incentives for the creation of collaborative supply chains that
bring increasing welfare and sustainability to the farming sector.
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Abstract

This paper aims to understand the state of adjustment process and dynamic structure in Polish
agriculture. A dynamic cost frontier model using the shadow cost approach is formulated to
decompose cost efficiency into allocative and technical efficiencies. The dynamic cost
efficiency model is developed into a more general context with a multiple quasi-fixed factor
case. The model is implemented empirically using a panel data set of 1,143 Polish farms over
the period 2004 to 2007. Due to the regional disparities and a wide variety of farm
specialization, farms are categorized into two regions and five types of farm production
specialization. The estimation results confirm our observation that adjustment is rather
sluggish implying that adjustment cost are considerably high. It takes up to 30 years until
Polish farmers reach their optimal level of capital and land input. Allocative and technical
efficiency differ widely across regions. Moreover, efficiency is rather stable over time and
among farm specialisations. However, their results indicate that the regions characterized by
the larger farms perform slightly better.

Keywords: Polish agriculture, dynamic efficiency, adjustment cost, shadow cost approach
JEL codes: D21, D61, Q12

1. INTRODUCTION

The main purpose of the paper is to understand the influences of technical change on Polish
Agriculture after the accession to the EU in 2004. EU membership offered several
opportunities for Polish farmers. First the benefited stronger from monetary transfers provided
by EU agricultural market and rural policies. This released probably existing credit constraints
und increased investment possibilities of farmers. Furthermore, more intense integration into
the EU market fostered competition with other EU members on the domestic as well the
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internal market. In turn, a higher competitive threat requires a restructuring of production and
factor inputs. Moreover, since 2000 Polish economy experienced significant economic growth
leading to higher pull factors regarding structural change. In sum, all these developments
imply structural adjustment process including investment and changes in the production
program to meet the requirements set by the changing economic and institutional
environment. Moreover, it can expected that these restructuring processes will be
accompanied by significant technical change, since technical improvement are usually
implemented in new inputs, especially investment in new machinery and other equipment
which in turn also require the use of appropriate and improved material inputs.

However, structural adjustment requires significant modifications of the production programs.
This process usually occurs over several production periods. This implies that the estimation
of a comparative static production frontier is inappropriate, instead, the representation of the
technology has to take account of multiperiod decisions making processes. This feature is
explicitly considered in the dynamic duality model of intertemporal decision making (Epstein
and Denny 1983). The paper extends the adjustment costs model with allocative and technical
efficiency of Rungsuriyawiboon and Stefanou (2007) into a more general context with a
multiple quasi-fixed factor case. The model is implemented empirically using a panel data set
of 1,143 Polish farms over the period 2004 to 2007. The study period allows examining the
post-accession performance of Polish farms. Due to a large difference across regions and a
wide variety of farm specializations, the study focuses on two regions (i.e. North and South)
and five types of farm production specialization (i.e. field crops, dairy cattle, grazing
livestock, granivores and mixed farms). The production technology of Polish farm is
presented by one output variable (the aggregate of crop and livestock), four variable inputs
(labour, overhead, fertilizer, livestock) and two quasi-fixed factors (land and capital).

Rungsuriyawiboon and Stefanou (2007) built on the work of Epstein and Denny (1983);
Vasavada and Chambers (1986); Howard and Shumway (1988); Luh and Stefanou (1991,
1993); Fernandez-Cornejo et al. (1992); Manera (1994) and Pietola and Myers (2000) and
formalize the theoretical and econometric models of dynamic efficiency in the presence of
intertemporal cost minimizing firm behaviour. The dynamic efficiency model is developed by
integrating the static production efficiency model and the dynamic duality model of
intertemporal decision making. Basically, technical and allocative inefficiencies are
considered following by the shadow coast approach developed by Kumbhakar and Lovel
(2000). The dynamic efficiency model defines the relationship between the actual and
behavioural value function of the dynamic programming equation (DPE) for a firm’s
intertemporal cost minimization behaviour. Therefore, the dynamic efficiency model provides
the system of equations which allows measuring both technical and allocative inefficiency of
firms. Recently, Huettel, Narayana and Odening (2011) extend the Rungsuriyawiboon and
Stefanou (2007) model by developing a theoretical framework of a dynamic efficiency
measurement and optimal investment under uncertainty.

The remainder of the paper is organized as follows. The next section presents the theoretical
framework and mathematical derivations of the dynamic efficiency model for the multiple
quasi-fixed factor case. The following section discusses the data set and the definitions of the
variables used in this study. The next section elaborates the econometric model of the
dynamic efficiency model with the two-quasi-fixed factor case. The results of empirical
analysis are presented and discussed in the next section and the final section concludes and
summarizes.
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2. THEORETICAL FRAMEWORK AND MODEL SPECIFICATION
2.1. Dynamic Intertemporal Cost Minimizing Firm

Dynamic economic problem facing a cost minimizing firm behaviour can be addressed by
characterizing firm investment behaviour as the firm seeking to minimize the present value of
production costs over an infinite horizon. This framework allows one to analyze the transition
path of quasi-fixed factors to their desired long-run levels. The underlying idea is that the
adjustment process of quasi-fixed factors generates additional transition costs and the optimal
intertemporal behaviour of the firm can be solved by using the notion of adjustment costs as a
means to solve the firm’s optimization problem. With the presence of adjustment costs for the
quasi-fixed factors, a firm faces additional transition costs of quasi-fixed factors beyond
acquisition costs in the decision making process. This dynamic intertemporal cost minimizing
firm model 1s dealt with two sets of control variables, variable input and dynamic factors (i.e.
net investment of quasi-fixed factors), and it can be solved by the appropriate static
optimization problem as expressed in the DPE or Hamilton-Jacobi-Bellman equation (Epstein
and Denny 1983). The dynamic duality model of intertemporal cost minimizing firm
behaviour provides readily implemental systems of dynamic factor demands consisting of
optimal net investment demand for quasi-fixed factors and optimal variable input demand.

Let x and q denote a nonnegative vector of variable inputs and quasi-fixed factors, xe ®? and
qe R?, respectively, where w and p denote a strictly nonnegative vector of variable input

price and quasi-fixed factor price, we R” and pe R?, respectively.

The value function of the DPE for the intertemporal cost minimizing firm behaviour can be
expressed as

(D w(w.p.q.yt)= min{ WX+p'q+V J'q+vy-F(x'.q.4' 1) +V ]/
X,q>

where 7 is the constant discount rate; y is a sequence of production targets over the planning
horizon; 7 is time trend variable; V_J is a (OX1) strictly nonnegative vector of the marginal

valuation of the quasi-fixed factors; q is a (Qx1) nonnegative vector of net investment in
quasi-fixed factors; ¥ is the Lagrangian multiplier associated with the production target;
F(x',q',q',?) 1s the single output production function; V,J is the shift of the value function
due to technical change.

Equation (1) can be viewed as the dynamic intertemporal model of firm’s cost minimization
problem in the presence of the perfect efficiency. When a firm does not minimize its variable
and dynamic factors given its output and does not use the variable and dynamic factors in
optimal proportions given their respective prices and the production technology, the firm is
operating both technically and allocatively inefficient. Measure of firm’s inefficiency can be
done by adopting a shadow price approach as described in Kumbhakar and Lovell (2000).
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Figure 1: The dynamic intertemporal cost model in the presence of the inefficiency
q 4
1 1 (W'XE,VqJ'qE)
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< wx VY
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»
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Figure 1 shows the bundle of variable and dynamic factors (x,q). The curve XX represents
the isoquant. All curves to the southeast of XX represent higher output levels. Since V_F >0
and V, F <0, it is downward sloping, moreover, V F'<0 and V  F <0 implies that the
function is concave. The line YY represents the isocost curve derived from the long-run
shadow cost function in equation (1). According to the definition of costs, they are increasing
in variable inputs and higher net investments. Point £ represents the point that the firm will

choose to minimum long-run costs occurred at the contact point of the isoquant and isocost
curves such that V. q=~(w/V J)=~(V F/V F); V J<0.

Consider Point 4 in Figure 1 where a firm uses the bundle of inputs (x?,q") available at
price (w,V,J) to produce output y measured using the XX curve. Given the input price

(w,V,J), a minimum cost will occur at point £ with the cost of (w'xE,VqJ'qE) . The firm

is technically inefficient, because the operation is not on the XX curve. Thus both, the
variable input use as well as dynamic factor can be reduced, and thus, costs can be saved

without an adjustment of production (e.g. moving from point A to point B in figure 1). Let

7' and 17;1 denote an input-oriented measure of the technical efficiency of the producer for

X

variable and dynamic factors, respectively. The firm will be technically efficient at point B
under the input uses of (T;le,'r:qA) with the cost of (W'T;IXA,VqJ'T;lqA) . At point B the

firm is still allocatively inefficient, because the marginal rate of substitution at (‘r;le,‘r;lqA)
diverges from the actual input price (w,V J). However, the firm is allocatively efficient

relative to the shadow input price (w”,VqJ ”). The shadow prices (internal to the firm) are

defined as input prices forcing the technically efficient input vector to be the cost minimizing
solution for producing a given output. Shadow prices will differ from market (actual) prices in
the presence of inefficiency. Figure 1 illustrates the presence of the technical and allocative
inefficiency in the dynamic intertemporal model of this cost minimizing firm behaviour.
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2.2. Derivation of Dynamic Efficiency Model

In the presence of inefficiency, the dynamic efficiency model with intertemporal cost
minimizing firm behaviour can be formulated using the shadow price approach. A basic idea
underlying the construction of the dynamic efficiency model is to define the relationship
between actual and shadow (behavioural) value functions of the DPE for the firms’
intertemporal cost minimization behaviour. The behavioural value function of the DPE is
expressed in terms of shadow input prices, quasi-fixed factor and output whereas the actual
value function can be viewed as the perfectly efficient condition. The shadow input prices are
constructed to guarantee optimality relationship and they will differ from market (actual)
prices in the presence of inefficiency. The inefficiency of firm can be measured and evaluated
as a deviation between the behavioural and actual value function.

Let x” and ¢’ denote a nonnegative vector of behavioural variable inputs and behavioural
dynamic factors, x” € RY and ¢’ € R?, respectively. Following the shadow price approach,
x” and q” can be expressed in terms of actual variable and dynamic factors as x” = ‘rx_lx and
qQ’' =1 q“q, respectively where T, and T, are the inverse of producer-specific scalars
providing input-oriented measures of the technical efficiency in variable input use and
dynamic factor use, respectively. Let w’ and \ " denote a strictly nonnegative vector of
behavioural variable input price and behavioural dynamic factors, w”e R} and V J" e R?,
respectively. Similarly, w’ and \% ’ can be expressed in terms of actual price of variable

. b _ _ b __ a _

and dynamic factors as w' =Aw (n=L.,N) and V J =2V J(¢=1..,0),
respectively where A, and = are allocative inefficiency parameters for the nth variable
input and the qth dynamic factor, respectively.

Consider the behavioural input prices and quantity, the DPE for the firms’ intertemporal cost
minimization behaviour can be expressed as

2  WwpLgLy)=w'x"+p'q+V J"q" + Y (y-F(x".q.q"" 1) +V,J’

where 7’ is the behavioural Lagrangian multiplier defined as the short-run, instantaneous

marginal cost; V,J” is the shift of the behavioural value function.

Differentiating (2) with respect to p and w” yields the behavioural conditional demand for

the dynamic and variable factors, respectively. Using qhzrq‘lq and xhz'rx_lx, the

optimized demand for the dynamic and variable factors yield

G q=t4"=1,(V,J")"0V,J —q-V J")

4 x=t1x"=tA'¢VJ' -V J"QC -V, I

where Vwab =A'V J’

The value function in actual prices and quantities as the optimal level can be defined as
(5) rJ()=wx"+p'q+V J"'q¢ +V J*

Differentiating (5) with respect to p and w, and applying the same step as for the
behavioural value function yield

64



© 4 =(V,J)'(V,J ~q-V,J)
7 X =0V =V J"q=V,J)

Using the behavioural demand function in (6) and (7), the value function in actual prices and
quantities (5) can be written as

() = wt AV, J —quJb'((quJb')’l(erJb —q—Vp,Jb))—V,WJb)

(8)
+p'q+Z,V, J"t, (V") (V) —q-V J")+V, S’

where V,J* =V J’ implying a shift in the behavioural value function is the same proportion
as that in the actual value function.

Differentiating (8) with respect to p, q and ¢ (neglecting third derivative) and substituting
into (6) yields
Q[ a2 (VT VIV IV 1 ) =BV I =
o bw't AV, IV IV I, )+
-1 by by -1 b by by -1 b

11,5 [V IV I )Y I =V (VI )Y ]
+(1-1,5 )V, "]
Similarly, differentiating (8) with respect to w, q and 7 (neglecting third derivatives) and
substituting into (7) yields
LW VT =V IV IV I+ T
=V I VIV IV T
(10) T W AT A L A L A AL W LD A A L

-4t A (Vo =V I (Vo ) (V! ' =1 +1 V(I

-4’1, 25 (V, J"'"(Vy, /") 'V, I

x’= 1 A

W

The dynamic efficiency model in the presence of inefficiencies consists of the actual
conditional demands for dynamic factors in equation (9) and variable inputs in equation (10).

3. DATA DISCUSSIONS
3.1. Definition of Variables

The empirical analysis focuses on agricultural production in Poland using a balanced subpanel
of the Polish FADN dataset for the period 2004-2007'. In our analysis, the production
technology of Polish farm is presented by one output variable, four variable inputs (i.e.
labour, overhead, crop input, livestock input) and two quasi-fixed factors (i.e. land and
capital). Labour and land were given in physical inputs, e.g. total labour input expressed in
annual work units (= full-time person equivalent) and total utilized agricultural area in
hectare, respectively. All other inputs and outputs were provided in nominal monetary values.
Capital input comprises land improvement, permanent crops, farm buildings, machinery,
equipment and the breeding livestock. Material input in crop production is the aggregate of

! The Farm Accountancy Data Network (FADN), Source: http://ec.europa.eu/agriculture/rica/
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fertilizer, seed, pesticide and other inputs expenditure for crop production. Material input in
livestock production comprises feed and other input expenditure for livestock production.
Overheads include expenditures for energy, maintenance, purchased services and other not
assignable inputs.

The volume of capital input was captured by dividing the capital input by the price index of
fixed assets. This index was only available for the national level. Rental prices for capital
were derived by calculating the product of the price index of fixed assets times the sum of the
nominal interest rate and the depreciation rate (Jorgenson 1963). The latter two variables were
calculated from the data set’. Price indices for variable inputs were only available at the
national level®. Farm specific prices indices were derived using the following procedure: First
we calculated the volume of the individual inputs by dividing the data in current prices by the
corresponding price index at the national level. Second, for each of the three categories the
corresponding inputs were aggregated. Third, the relations of input in current and constant
prices constitute the farm specific price indices.

No reliable price information for land and labour are available from Polish statistics.
However, the data set contains information on land rents and wages paid for some firms. Farm
specific prices were calculated in the following manner. First the available information was
regressed on several farm specific indicators. We used this information in a stepwise
procedure to find the best fit between prices and regressors. The estimation results were then
used to determine the factor prices for each farm.

? Depreciation rate was by the relation of depreciation and fixed assets. The interest rate was the relation of interest paid and the amount of
proportion of interest paid and long and medium-term loans.

* All price indices were taken form national statistics and the EUROSTAT website.

* These includes dummy variables on specialisation, farm size in European Size Units, location by Wojwodship (e.g. region), altitude of the
farm, the existence of environmental limitations, the availability of structural funds and the education level of the farmer.
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Table 1: Descriptive statistics of the variables, 2004-2007"

Pomorze and Mazury Malopolska and Pogorze
Variable Mean Std.. Min Max Mean Std Min Max
Pe P_CROP 1.003 0.200  0.749 1.477 1.037 0.200 0.731 1.488
Pa P_ANIM 1.026 0.039 0910 1.457 0.971 0.044 0.378 1.072
Py P_OUT 1.017 0.102  0.767 1.408 0.999 0.101 0.771 1.357
Ve X _CROP 80,498 137,764 341 3,555,780 | 44,965 75273 739 1,289,640
Va X_ANIM 123,552 274,984 40 5,539,070 | 68915 129,130 521 2,256,540
y X ouT 204,050 339,487 10792 6,063,050 | 113,880 176,891 2,727 2,529,410
Share on crop production 422%  22.7% 0.2% 100.0% 433%  21.8% 0.4% 99.1%
Wi P_LAB 13,966 813 12,010 17,739 14,195 937 12,010 19,140
W) P CRP_I 1.002 0.056  0.927 1.173 1.002 0.061 0.929 1.186
W3 P _ANI I 1.003 0.074  0.925 1.083 1.003 0.074 0.925 1.083
Wy P_OVER 0.988 0.035 00915 1.082 0.987 0.036 0.916 1.242
pi P_LAN 225 41 116 340 227 51 113 374
Pk P_CAP 0.924 0.521 0.006 4.370 1.093 0.611 0.033 3.607
X X LAB 2.075 1.148  0.510 16.900 1.916 1.048 0.250 18.420
X2 X CRP I 31,279 50,165 228 1,080,980 15,130 27,013 105 442,185
X3 X_ANI I 69,638 183,282 88 3,450,370 | 33,569 66,487 264 823,026
X4 X_OVER 21,217 29,872 849 733,522 11,395 17,707 647 316,292
1 X LAN 48.9 58.3 2.0 699.1 21.2 252 0.4.2 253
k X CAP 764,458 745,718 28,719 1,0948,300 | 458,427 529,251 49,035 8,947,220

Total of 5,480 observations; 3,012 for the North region and 2,468 for the South region

For output we could resort to regional price information on farm products. We used this
information to constructs multilateral consistent Tornquist Theil Indices for crop, animal and
total output using the approach developed by Caves et al. (1982). The output volumes were
given the relation of data in current prices and the output price indices.

Figure 2: Polish FADN regions

785 Pomorze and Mazury
790 Wielkopolska and Slask
795 Mazowsze and Podlasie
800 Malopolska and Pogorze

R

Source: http://ec.europa.eu/agriculture/rica/regioncodes _en.cfm?CodeCountry=POL

3.2. Selection of Regions

The data set covers all Polish FADN regions, however, due to the disparity across regions,
this paper focuses on farms located in 2 regions, Pomorze and Mazury (785) in the northwest
and Malopolska and Pogdrze (800) in the southeast of Poland. A total number of 1,470 farms
were extracted from the data, 763 in Pomorze and Mazury and 617 in Malopolska and
Pogorze. Figure 2 illustrates the location of farms in each region. These regions were selected

67



because of the pronounced differences in production structures (Table 1). Compared to the
Malopolska and Pogdrze, the Pomorze and Mazury exhibit higher levels of labour
productivity (by 40%) and capital productivity (by 7%). They, however, have lower levels of
land productivity (by 23%), crop productivity (by 13%), animal productivity (by 14%) and
overhead productivity (by 4%). Moreover, the northwestern region is characterized by
comparatively large enterprises, while the Southeast is dominated by rather small farms.

This structure finds its expression in the amount of production as well as in the intensity of
input use. Farms in Pomorze and Mazury operate twice as much land as farms in the
Southeast. The other inputs per farm are also considerable higher in the Northwest. However,
since labour input is about the same in both regions, agriculture in Malopolska and Pogoérze is
more labour intensive than in Pomorze and Mazury. The regional diversity in input use results
in corresponding differences in the amount of production. However, there is no pronounced
regional specialization of production. In both regions, about 40% of total production results
from crop production (table 1). Given the diversity of input use among the regions we expect
pronounced regional differences in the exploitation of production possibilities (technical
efficiency). In addition, we assume that considerable differences regarding allocative
efficiencies exist.

Table 2: Farm specialization in each region, 2004-2007 (Percentage share)

Year
2004 2005 2006 2007

Malo- Po- Malo- Po- Malo- Po- Malo-

Pomorze/ polska/ morze/ polska/ morze/ polska/ morze/ polska/
Specialization Mazury Pogérze | Mazury | Pogorze | Mazury | Pogdérze | Mazury | Pogorze
Field crops 18.5 21.8 17.7 19.4 17.2 17.8 17.0 215
Dairy cattle 20.3 8.9 21.1 9.7 21.9 11.0 21.7 12.0
Grazing livestock 2.8 4.9 2.5 5.8 32 6.3 53 6.8
Granivores 8.8 7.6 10.2 8.3 10.6 8.9 10.9 9.1
Mixed farms 49.6 56.8 48.4 56.8 47.1 56.0 45.1 50.6

Table 2 shows types of farm production specialization varying in each region over the study
period. Farms in both regions tend to specialize in raising dairy cattle, other grazing livestock,
granivores, a variety of field crops, or mixed farms. Over the study period, mixed farms are a
common specialization in these regions accounting for nearly 50% in the Pomorze and
Mazury and more than 50% in the Malopolska and Pogérze. The dairy cattle farms are
another specialization in the Pomorze and Mazury accounting for 20% followed by the field
crop farms, granivroes and grazing livestock farms. In the Malopolska and Pogoérze, the field
crop farms are another specialization accounting for 20% followed by the dairy cattle farms,
granivores and grazing livestock farms. In both regions, the mixed farms tend to decrease
over the year while the dairy cattle farms and granivores tend to increase. It has been observed
that 243 farms in the Pomorze and Mazury and 210 farms in the Malopolska and Pogorze had
switched the specializations over the study period.

4. ECONOMETRIC MODEL

Equations (9) and (10) constitute a system of quasi-fixed and variable factor demands that can

be estimated using appropriate econometric approaches. However, before presenting our

estimation strategy, a few more ideas regarding the empirical implementation will be

presented. Our empirical model distinguished between the two quasi-fixed factors, net
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investment and land. In order to ease the derivation and the empirical setup we assume that
both net investment and land are independent. Under this simplifying assumption,VJ b

Vil * and V.J * are diagonal matrices, e. g. the off-diagonal elements J /fp/ , J ,ﬁ’)k , Jo and

J ﬁk ,, are each equal to zero. Therefore, the demand equation (9) becomes:
ke r+r 5 (o (I, )T+ T =1r) =) )
(11) =rt AW (I, =T (J0 )T, )
+ qu? (rJ’f(J/ZUk )_1 J]b7kpk - Jf[/l (J:Pk )_l JII;/J)A )

IPOfr+r s (T )T+ =) =5T) )

PP

(12) =T AN (I, I T, )

P Py

+t 5 (n (T, )T = da(J, ) )

Ip Pip; Ipy b

In addition, the demand for variable inputs (10) is given by:

WOV I =V TN, T )T, T =iV IV, T )TV, T
x’ =1 A,
+VJ' =V, J+V, IV, I )Y, IV, NN, I )Y, T

+rqz;‘(rJ,f(J,fpk ) szk —rJ} (J,fpk ) Jf;pk )

(13) +1 5 (r) () T, =T (T ) T, )+,
" T A (o = Jo(J0 ) (T, =)+ L)
+1,5, (S (T, ), )

N AN T =T (I )T =Y )+, )
_ [U
+1, 5 (T ) e, )

Equations (11) to (13) form the system equation of the dynamic efficiency model in the
presence of inefficiencies. To estimate the dynamic efficiency model, one must specify a
functional form to the behavioural value function. In addition, all inefficiencies must be
specified to implement the estimation of all coefficient parameters of the behavioural value
function. A quadratic behavioural value function assuming symmetry of the parameters can be
expressed as’

(14)  J"()=p5, +w'ﬁ+%w'Bw ,

where w'= (wb p. o kly t); B and B are a vector and a symmetric matrix of parameters,
respectively.
The system (11) to (13) is recursive with the endogenous variables of net investment and land,

serving as an explanatory variable in the variable input demand equations. Because of this
structure, estimation can be accomplished in two stages. In the first stage, the optimized actual

> The behavioral value function in equation (25) must satisfy the following regularity conditions. J(-) is nonincreasing in (k, /);
nondecreasing in (W, py, pi, ¥); convex in (k, /) ; concave in (W’, py, p;) and linearly homogenous in (W’, py, p)).
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investment demands in capital and land are estimated by using the maximum likelihood
estimation (MLE). In the second stage, since the optimized actual variable input demand
equations are overidentified, the system of variable input demand equations is estimated by
using a generalized method of moments (GMM) estimation giving all parameter values that
were obtained in the first stage. The consistency of the system GMM estimator relies upon the
assumption of no serial correlation in the idiosyncratic error terms. Following the Newey and
West (1994) procedure, a lag of two periods (one period) of autocorrelation terms is used to
compute the covariance matrix of the orthogonality conditions for the GMM estimation in the
northwest (southwest) model. Another essential assumption for the consistency of the system
GMM estimator crucially depends on the assumption of exogeneity of the instruments. The
validity of the instrument variables is tested by performing the Hansen’s (1982) J-test of
overidentifying restrictions. Under the null hypothesis of orthgonality of the instruments, the
test statistic is asymptotically distributed as chi-square with as many degrees of freedom as
overidentifying restrictions. The null hypothesis fails to reject implying that the additional
instrumental variables are valid, given a subset of the instrument variables in valid and exactly
identifies the coefficient.

5. EMPIRICAL RESULTS

The dynamic efficiency model defined in section 4 can be viewed as the perfectly inefficient
model. When all inefficiency parameters in dynamic and variable factors are equal to one, the
model is reduced to the dynamic intertemporal cost minimizing firm as presented in Epstein
and Denny (1983). In this section, the analysis begins by estimating two models; (a) a full
model is based on the assumption that firms are perfectly inefficient in dynamic and variable
factor demands. This model allows capturing all inefficient parameters in the dynamic
efficiency model. Following Cornwell, Schmidt and Sickles (1990), all allocative and
technical efficiencies of dynamic and variable factors are specified to vary across production
specialization® and through time, and (b) a restricted model is based on the assumption that
firms are perfectly efficient in dynamic and variable factor demands. The restricted model is
estimated by setting all inefficient parameters of the full model equal to one.

A hypothesis test regarding the presence of the perfect efficiency in production is conducted
using the likelihood ratio (LR) test. The LR test is approximately chi-square distributed with
the degrees of freedom equal to the number of restrictions. Table 3 presents the estimated
coefficients and standard errors for the structural parameters of the dynamic efficiency model
in both models.” The estimation results from both models are similar and provide the same
sign for all parameter estimates except for the estimated parameters, Bwiws, Bwawa, Pw2i> Bwat
and By. Most coefficient estimates particularly the first-order coefficient are significant at the
95% confidence interval using a two-tailed test except for the estimated parameters By, and
Bws in the restricted model. The LR test of the null hypothesis that firms are perfectly efficient
in dynamic and variable factor demands is rejected at the 95% confidence level.

® Types of production specialization are classified into 5 categories: field crops, dairy cattle, grazing livestock, granivores and mixed farms as
described in section 3.
7 The full set of estimated coefficients including the dummy variables used to calculate all inefficiency parameters of dynamic and variable
inputs are not reported.
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Table 3: Estimated parameters of the dynamic efficiency for the full and restricted

models
Full Model Restricted Model Full Model Restricted Model

Estimates Std Err Estimate Std Err Estimates Std Err Estimate Std Err
Bo -0.152™" 0.022 -0.614™ 0.082 Buows 5.757" 2.864 2.883 1.780
B, 0.015™ 0.005 0.009" 0.003 Buawa -3.059 2615 3.361" 1.449
Bu 0.018 0.04 0.055 0.033 Buapk 0.056 0.403 0.464™ 0.236
Bu2 0.320" 0.212 0.248 0.209 Buapi 1.993" 1.107 0.480 0.539
Bus 0.289™ 0.025 0.197" 0.142 [ 0.131 0.436 0.789"" 0.234
Bud 0.086™" 0.021 0.187™ 0.023 Buai 0.187 0.375 -0.704™" 0.200
Bok 0.209""" 0.002 0.381™" 0.002 Buay -0.294 0.427 -0.169 0.222
By 0.011"* | 0.004 0.081°° | 0014  [Busws | 10137 | 0599 | 47712 | 6817
By -0.800""" 0.002 -0.180™" 0.002 Buspk -1.936 1.826 -0.989 1.337
By -0.027™ 0.001 -0.267™" 0.015 Buspi 7.213 4.624 0.683 2.846
By 0.128"™ 0.002 0.430™" 0.017 Busk -8.368""" 1.769 -4.940™" 1.214
Buat 0.748 1.116 1.663™ 0.475 Busl 4.776"™" 1.502 1.503 1.009
Bust -1.151 3.835 -2.399 3.528 Busy 1.072 1.702 1.755 1.125
Bus | -0.346 0.262 0.086 0219 [Py | 09617 | 0ass | 1188|0171
Bokt 0.335 0.493 0.514 0.443 Buapi -0.888" 0.528 -1.094" 0.534
Bo 1.895% 1.149 0.997 0.932 Bk -1.347™" 0.218 -1.312™ 0.22
Brt 0.642 0.49 1.322™ 0.402 Buar 0.139 0.201 0.091 0.202
i 0.605 0.406 -0.02 0.331 Buay 0.709"™" 0.223 0.642""" 0.224
By | -0.852° 0.453 0733 | 0368  |Pu | 838977 | 2011 | 43628 | 0313
Buawa | 23.0027 3.296 13.905™" 3.236 Boky -9.681™" 0.319 -9.714™ 0.292
Bums | 1.280 14.762 -7.647 10102 By | 36798 | 7115 | 200367 | 078
Buawa | 0.764™ 0.185 0.728"™ 0.186 Boly -1.499" 0.866 -2.050" 0.858
B | 01537 | 0.004 0152 | 0003 |py | -9524% | 0379 | 0475 | 0379
Boipl 0.047 0.032 0.040 0.032 Biy 179177 | 0.249 -1.908" | 0.247
Br -0.131™ 0.005 -0.129™ 0.005
Bu -0.021™ 0.003 -0.022"™" 0.003
Byy 0.120"" | 0.004 0.120"" | 0.004

Note: Full model refers to the dynamic model in the presence of the perfect inefficiency while the restricted
model refers to the dynamic model with assuming all inefficiency parameters equal to one.
* Price of labour (w;) was normalized. Subscripts on B, coefficients refer to price of nth inputs: 2 = crop; 3 =
livestock; 4 = overhead; 5 = capital; 6 = land. Under the assumption that the quasi-fixed factor, k and 1, are

independent, the estimated parameters, B, Bipi, Bipk and Ppip are assumed to be zero.
* significant at 10%; ** significant at 5%; *** significant at 1%. The regressions that also include dummy
variables used to calculate all efficiency parameters of dynamic and variable inputs are not reported.
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Table 4: Estimated parameters of the dynamic efficiency for the North and South

models
Northwest Model Southwest Model Northwest Model Southwest Model
(Pomorze and Mazury) (Malll‘(z)]?g?')lrsl(j) and (Pomorze and Mazury) (Ma}l)(z)[;(grs;(; and
Estimates Std Err Estimate Std Err Estimates Std Err Estimate Std Err

Bo -0.202"" [ 0.034 -0.103™ [ 0.032 | Byaws 0.444" 0.143 9.059™ 4.398
B, 0.065 0.726 0.011 0.008 |Byows | -0.682° 0.385 0.477 0.422
By 0.052 0.062 -0.030 0.06 Buapk 0.074 0.058 -0.113" 0.063
Bu> 0.154 0.329 0.243 0.319 | Buzpl 0.269 0.165 0.098 0.177
Bus 0.521"" 0.213 04107 0224 | By 0.068 0.066 -0.134" 0.069
Bus 0.069"| 0.017 0.085" | 0.017 | By 0.195™ 0.062 0.189™" 0.053
Bok 0.179™" |  0.003 0.2017" | 0.003 | Byay -0.172™" 0.064 0.234™ 0.061
By 0.103 0.224 0.016™ [ 0.007 | PBuswa 2.891° 1.580 0.600 1.714
Bi -0.579"" | 0.002 0.789" | 0.003 | Buspk -0.027 0.228 -0.789"™" 0.274
By -0.125"|  0.011 032677 0.028 [ Busp 0.331 0.703 1.063 0.738
By 0.136™ | 0.003 01377 0.002 | By -0.597""" 0.261 1.137" 0.268
Buat 0.099 0.168 0.026 0.174 | Buar 0.710" 0.251 -0.066 0.213
Bt -0.069 0.572 -0.099 0.584 | Busy 0.120" 0.024 0.673™" 0.241
[ -0.056 0.039 -0.011 0.043 [ Byapk -0.087"" 0.026 -0.149™" 0.031
Bokt 0.001 0.007 -0.002 0.008 | Buapl -0.153" 0.076 -0.110 0.093
Bo 0.034" | 0.017 -0.013 0.019 | B -0.146™" 0.032 -0.112™ 0.036
Bie 0.009 0.007 -0.010 0.008 | Byai -0.013 0.030 -0.008 0.031
Bre 0.0217"|  0.006 -0.009 0.006 | By 0.093™" 0.033 0.046 0.036
By -0.021™" | 0.006 0.0217" | 0.007 | By 97.651""" 2.256 75465 2.137
Buzwa | 3142877  5.152 10493 [ 5143 | By -0.114™" | 0.004 0.128"" | 0.004
Busws | 4.591 4.136 5.259 7.622 | B 71.542™ 17.382 61.018™ 13.256
Busea | 0.808™"[ 0.275 12847 0301 | Byy -0.031" 0.013 -0.038"™" 0.014
Bopk | 0.16377|  0.004 0.170""|  0.005 | By, -0.098"" | 0.005 -0.123" | 0.005
Bopi 0.080" 0.047 0.033 0.053 [Py -0.030™" | 0.004 0.025™ | 0.003
Buac -0.1377"|  0.007 -0.159™"|  0.006

Bu -0.039™"|  0.005 -0.020™" [ 0.004

Byy 0.138™ [ 0.006 0.157""[  0.006

Note: The northwest model refers to the full dynamic efficiency model using the data in the Pomorze and
Mazury while the southwest model refers to the full dynamic efficiency model using the data in the Malopolska
and Pogorze.

* Price of labour (w;) was normalized. Subscripts on B, coefficients refer to price of nth inputs: 2 = crop; 3 =
livestock; 4 = overhead; 5 = capital; 6 = land. Under the assumption that the quasi-fixed factor, k and 1, are
independent, the estimated parameters, Bu, Bipi, Pipk and Bpip are assumed to be zero

* significant at 10%; ** significant at 5%; *** significant at 1%. The regressions that also include dummy
variables used to calculate all efficiency parameters of dynamic and variable inputs are not reported.

We conduct another hypothesis test to investigate whether farms operated in different regions
have identical production technologies. Therefore, the estimation of the full model using the
data of all farms (table 3) is compared with the estimates using the data in each region
separately. The estimated coefficients for each model using the data in the northwest
(Pomorze and Mazury) and southwest (Malopolska and Pogorze) regions are presented in
table 4. The estimation results from each model and all first-order coefficients have the
similar sign except for the estimated parameters, Bwows, Bwopks Bwaks Bw2ys Bwiks Bwats Bpkts Ppits
Bs, Prc and By. Most coefficient estimates particularly the first-order coefficient are significant
at the 99% confidence interval except for the estimated parameters By, and ;. The LR test of
the null hypothesis that the group-specific technologies are identical is rejected at the 95%
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confidence level, implying the group-specific technologies are not the same. Therefore, the
following empirical results will be discussed using the estimates obtained from the northwest
and southwest models. Consequently, the parameter estimates in table 4 are used for further
discussion of results.

The partial adjustment coefficient of quasi-fixed factors is defined as M, =(r—(f,, )7

where g =k ,/ (Epstein and Denny 1983). Assuming a discount rate of 5%, the findings show

that the estimated adjustment rate of the quasi-fixed factor to its long-run equilibrium level is
relatively low in both regions. In the northwest farms, the estimated adjustment rate is 4.0%
per annum by capital and 3.6% per annum by land, or it may take capital approximately 25
years and labour approximately 28 years to adjust fully to its long-run equilibrium level. The
southeast farms, however, takes much longer time to adjust both capital and land to their
long-run equilibrium. The results indicate that in the southeast farms the estimated adjustment
rate of capital and land is 3.7% and 3.4% per annum, respectively, or it may take capital and
labour approximately 27 and 30 years respectively to adjust fully to their optimal level. These
results imply that the sluggish adjustment processes exist in Polish agriculture. The findings
are consistent with former analysis of farm size development in Poland (Goraj and Hockmann
2010).

Table 5: Technical and allocative efficiency over time and by specialization

Efficiency Northwest region Southwest region
scores (Pomorze and Mazury) (Malopolska and Pogodrze)
By year
2004 2005 2006 2007 2004 2005 2006 2007
TE(q) 0.582 0.534 0.532 0.622 0.491 0.468 0.491 0.540
TE(x) 0.601 0.571 0.552 0.615 0.623 0.590 0.475 0.573
AE(k) 0.627 0.654 0.64 0.581 0.393 0.409 0.422 0.433
AE(l) 0.785 0.811 0.813 0.797 0.676 0.695 0.703 0.706
AE(wy) 0.752 0.746 0.736 0.723 0.900 0.895 0.895 0.892
AE(w3) 0.600 0.599 0.587 0.563 0.691 0.695 0.675 0.655
AE(wy) 1.398 1.322 1.292 1.300 3.156 2.513 2.074 2.151
By specialisation
Field Dairy | Grazing | Grani- Mixed Field Dairy Grazing | Grani- Mixed
crops cattle | livestock | vores farms crops cattle | livestock | vores farms
TE(q) 0.555 0.563 0.568 0.616 0.564 0.470 0.459 0.447 0.443 0.508
TE(x) 0.572 0.583 0.603 0.636 0.580 0.606 0.578 0.563 0.548 0.540
AE(k) 0.633 0.636 0.649 0.576 0.626 0.392 0.401 0.394 0.413 0.423
AE(D) 0.817 0.803 0.778 0.781 0.801 0.684 0.684 0.685 0.700 0.703
AE(W2) 0.721 0.761 0.755 0.723 0.741 0.908 0.908 0.905 0.922 0.891
AE(W3) 0.624 0.602 0.623 0.512 0.581 0.723 0.735 0.766 0.714 0.667
AE(w4) 1.306 1.344 1.405 1.26 1.339 3.103 2.328 2.399 2.192 2.125

" TE(q) = technical efficiency of dynamic factors; TE(x) = technical efficiency of variable inputs; AE(k) =
allocative efficiency of net investment in capital; AE(]) = allocative efficiency of net investment in land; AE(w,)
= allocative efficiency of crop input; AE(w;) = allocative efficiency of livestock input; AE(w,) = allocative
efficiency of overhead input.

Table 5 presents average the estimated efficiency scores. An estimate of the technical
efficiency of dynamic and variable factors is bounded between zero and unity. The value of
technical efficiency scores equal to one implies that farm can minimize both dynamic and
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variable factors to produce a given level of output. The estimated technical efficiencies of net
investment in quasi-fixed factors over time range from 0.468 to 0.622 with an average of
0.536 whereas those of variable inputs range from 0.45740 to 0.623 with an average of 0.576.
These findings imply that the Polish farms in this study, on average, could have been reduced
the dynamic and variable factors by 46% and 42%, respectively and still produce the same
level of output. The average value of the northwest farm technical efficiency is 56.7% (for
dynamic factors) and 58.5% (for variable inputs). Northwest farms achieved higher technical
efficiencies than southeast farms (approximately 12% higher by dynamic factors and 3.5%
higher by variable inputs). The estimates further show that technical efficiency is slightly
improving over times. This holds for both regions. Moreover, the average differences between
the specialisation within the regions are pronounced. What matters is the regional effect while
the specialisation effect appears to be marginal.

In general, allocative efficiency scores are bounded between zero and unity. The value of one
implies that farm can use the dynamic factors in optimal proportions given their respective
prices and the production technology. Average farm allocative efficiencies of net investments
in capital and land are 0.529 and 0.753, respectively. These results suggest that Polish farms
could potentially reduce the net investment in capital and land demands by 47% and 25% to
their cost-minimizing level of factors. The average value of the northwest farm allocative
efficiencies of net investments in capital and land is 0.625 and 0.802, respectively. The
findings indicate that the northwest farms have average farm allocative efficiency of dynamic
factors both capital land higher than the southeast farms.

Following the shadow price approach, the price of labour input is arbitrarily specified as the
numeraire. The value of allocative efficiency of variable input demands represents price
distortions of the nth variable input relative to the labour input. An estimate of allocative
efficiency of variable input demands less (greater) than one means that the ratio of the shadow
price of the nth variable input relative to the labour input is considerably less (greater) that the
corresponding ratio of actual prices. This implies that the firms are overusing (underusing) the
nth variable input relative to the labour input. The average farm allocative efficiencies of
crop, livestock and overhead input demands are 0.810, 0.629 and 1.848, respectively. These
results imply that Polish farms are over-utilizing crops and livestock relative to the labour
input while they are under-utilizing overhead relative to the labour input. The average value
of the northwest farm allocative efficiencies of crop, livestock and overhead input demands is
0.739, 0.587 and 1.328, respectively. Compared to the southeast farms, the northwest farms
show a higher degree of over-utilization in crops and livestock relative to labour while they
indicate a lower degree of under-utilization in overhead relative to labour.

Table 6 gives information about the impact of technical change on total cost and individual
input use. The figures are calculated using the parameter estimates of the behavioural value
function (2) and the input demand equations given (3) and (4):

9

(15) t =rV,J'(V,J")"
axb b b by\—1 b
(16) gzr[vw,‘] VIV )Y, ]

These expression provide the impact of technical change in absolute terms. The relative
changes ae estimated by dividing (15) and (16) by (3) and (4), respectively. Besides the bias
we are interested in the effect of technical change on total cost of production (in relative

terms). This is estimated by dIn.J* /9 where J” is given by (14).
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Table 6: Impact of technical change

Northwest Model Southwest Model
(Pomorze and (Malopolska and
Mazury) Pogorze)

o - 2004 0.01% -0.07%
g2 205 0.03% 0.12%
g3 2006 0.05% -0.17%
- 2007 0.07% -0.22%
Crop input 0.29% 0.08%
o :‘3 o Animal input -0.22% -0.28%
£ £ § Overheads -0.17% -0.03%
R8BS Capital 0.01% -0.02%
Land 0.02% -0.02%

The impact of technical change on production, the overall effect as well as its bias, are rather
low in both regions. It appears that only the Southwest could benefit from technical change in
the period under investigation. Farms in the Northwest experienced a (marginal) reduction of
the production possibilities. The impact on variables inputs had a similar structure between
the two regions: crop input using and animal and overhead input saving. However, the sign
for the quasifixed inputs are opposite for the regions. In the northwest technical change was
factor using while in the Southeast is had a factor saving characteristics.

On the one hand these results are consistent with the parameter estimates shown in Table 4
and the technical change indicators follow the parameter differences. Moreover, the estimates
also provide that almost none of the parameters for technical change is significant, implying
that that the impact of technical change on the production structures in the period under
investigation can be disregarded. However, this result is rather astonishing, since other studies
investigating a similar period report significant positive influences of technical change (Goraj
and Hockmann 2010).

6. CONCLUSIONS

Over the past two decades, Polish agriculture has undergone profound transformations. This
paper deals with the astonishing observation that farm restructuring in Poland is rather
sluggish and there is no indication that this will change in the next few years. Contrarily, farm
size appears to be rather small, even the agricultural sectors is facing significant internal and
external threats like increasing competition in agriculture with other EU countries or
increasing the demand for labour from other sectors of the overall economy.

This paper analyses this phenomenon by developing and estimating a dynamic frontier model
using the shadow cost approach. The dynamic cost efficiency model allows considering the
impact of allocative and technical efficiency, as well as adjustment costs resulting from the
change of quasi-fixed input use. The model presented in this paper extends the theoretical
literature insofar as not only one but multiple quasi-fixed factors are considered. In this paper,
the model is analysed using two quasi-fixed inputs (i.e. land and capital). The data set used for
estimation was provided by the Polish FADN agency. It includes detailed information on
production and input use. However, the data has to be supplemented by information on
product and factors prices. These were provided by national statistics and EUROSTAT. We
estimated the dynamic cost efficiency model for two rather distinct FADN regions (i.e.
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Northwest and Southeast). The first is characterized by, for the Polish situation, larger farms,
while in the Southeast smaller farms are dominated.

The shadow cost approach does not given information for individual firms, however, it allows
a detailed information of average technical and allocative efficiencies of the variable and
quasi-fixed inputs. The results show that adjustment costs are a relevant phenomenon in
Polish agriculture. Moreover, they have confirmed the observation already made from the
data that adjustment processes are very sluggish. It takes up to 30 years until Polish farms
moved to the optimal level of capital and land input. Furthermore, the estimates provide that
technical efficiency is a relevant phenomenon in both regions for all inputs. Moreover, the
efficiency scores for both variable and quasi-fixed inputs were rather similar, with slightly
higher figures in the Northwest. In general, both inputs could possibly be reduced by about
50% while still producing the same level of output. Moreover, there is neither significant
indication that technical efficiency varies over time nor largely differs among farm
specialisations. The last two conclusions also hold for allocative efficiency. However,
allocative efficiencies for land and capital are higher in the Northwest than in the Southeast,
implying that those farms replying more intensively than the smaller farms in the Southeast.
Furthermore, the estimates provide that labour is overused in relation to overheads, but
underused in relation of crop and animal inputs. This holds for both regions, however,
overuse is more pronounced in the Northwest, while overuse is prominent in the Southeast.

We estimate a rather low impact of technical change. Moreover, the effects differ between the
regions not by size but only by direction. Given other studies on Polish agriculture, these
results appear quite suspicious. This suggests that we have to improve the estimate
procedures, probably by using different estimation techniques. This strategy is inevitable
since the present estimates provide rather unexpected results the regarding allocative
efficiencies. Since Polish agriculture belongs to the most labour intensive in the EU, an
overuse instead of an underuse of labour is expected. Since allocative inefficiency is inter alia
determined by the shape of the isoquants it has to be checked whether the curvature
conditions regarding the behavioural value function are satisfied and whether restrictions have
to be applied that guarantee that the value fnction behaves well.
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Cost Efficiency and Farm Self-selection in Precision Farming:
The Case of Czech Wheat Production

Jarmila Curtiss and Ladislav Jelinek'

Annotation: This paper examines allocative and cost efficiency implications of adopting
variable-rate fertiliser application using survey data from Czech wheat farms. Data
Envelopment Analysis delivered higher efficiency scores for precision farming (PF) adopters.
Correcting for selection bias using a one-step endogenous switching regression reveals that
farms displaying a lower cost efficiency score are less likely to adopt PF technology. Non-
adopters switching to PF technology would likely be affected by a significant decrease in cost
efficiency given their production conditions and/or managerial and technical skills. In line
with this, results indicate that human capital and farm size increase the likelihood of PF
adoption. Cost (allocative efficiency) implications of PF-related changes in input structure
only, on the other hand, are not found to have an impact on the choice of technology. A
positive allocative efficiency effect of PF technology is brought about mainly by a farm's
ability to better extrapolate the soil's productive potential, which is insufficiently reflected in
the land rental prices. The allocative as well as cost efficiency implications of PF technology
are further related to technology-specific responses to various farm characteristics and
technological practices. PF technology makes farms' efficiency more responsive to production
conditions, farm specialisation, legal form and other technological practices. The overall
efficiency effect the PF practices is, therefore, conditioned on farm characteristics.

Key words: Precision farming, cost efficiency, technical efficiency, allocative efficiency, Czech
agriculture, endogenous switching regression.

1 Introduction

Global efforts to improve the management of agricultural production to achieve higher
economic performance and sustainability point to the importance of continuously
investigating economic and environmental potentials of various production technologies
claimed to bring about the more efficient use of farm resources. Precision agriculture adopters
strive to produce along these lines, with economic incentives representing the dominant
drivers of their technology selection (e.g., Roberts, English and Mahajanashetti, 2000), but
positive environmental effects are still being realised (e.g., Khanna 2001). Despite the
political interest in precision farming (PF) adoption and its potential for economic benefits,
the PF adoption rate is still relatively low (Daberkow and McBride, 2003; Tey and Brindal,
2012). This relatively low rate, as well as the ambiguity of empirical results on PF
technology’s economic effects (English, Roberts and Mahajaneshetti, 1998; Batte, 1999)
contribute to agricultural economists’ continued interest in analysing the underlying factors
that influence PF adoption and illustrate its economic effects.

Whelan and McBratney (2000: 265) offer the following definition of precision farming:
“Matching resource application and agronomic practices with soil and crop requirements as
they vary in space and time within a field.” Replacing the widely-used uniform application of
inputs, not considering within-field production potentials with a system that assesses within-

' JARMILA CURTISS Leibniz Institute of Agricultural Development in Central and Eastern Europe
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field variability in soil and crops (e.g., through yield or soil nutrition monitoring) and
responds with site-specific management practices (Paxton et al., 2011) can be expected to
yield economic benefits. Precision farming has been projected (i) to increase revenues by
increasing crop yields above the yields achieved with a uniform level of input application, and
(i1) to reduce costs of production by reducing the level of inputs required to achieve a given
yield (Roberts, English and Mahajanashetti, 2000).

Adopting PF technology can also be accompanied by cost increases due to new technical
demands and input reallocation. Since PF substitutes information and knowledge for physical
inputs (Bongiovanni and Lowenberg-Deboer, 2004: 359), implementing PF practices can
introduce higher costs of information collection (e.g., soil and yield monitoring for the
diagnostic stage), as well as costs related to variable input application. Physical inputs, mainly
direct inputs such as fertilisers and other chemicals, are thus replaced by specialised
machinery and human capital. This cost effect of PF-related input re-allocation has not
received much scientific validation.

This paper examines the impact of PF adoption on economic returns measured by cost
efficiency and aims to highlight the role of technology-related input re-allocation in the
overall cost effect. This analysis must consider the possibility of self-selection bias, since
farmers can be expected to endogenously self-select themselves into a sub-group through their
adoption/non-adoption decision instead of being randomly selected from the survey
respondents (Khanna, 2001: 36). The farms’ self-selection into adopting the PF technology
can result from the expectation of technology-related costs and benefits, which depend on the
farm’s information on the productive or cost-reducing potential of the new technology, as well
as their assessment of their own capacity to realise this potential conditioned on their
characteristics. More technically efficient farms can, therefore, be assumed to have a greater
potential to extrapolate the benefits of new technologies such as PF, and hence to show a
higher propensity to adopt the technology. To correct for the self-selection bias, we apply a
one-step endogenous switching regression. This study analyses farm-level survey data on
Czech wheat-producing farms and focuses on variable rate of fertiliser application as the PF
practice of interest.

The paper is structured as follows: The following chapter discusses existing empirical studies
on the economic implications of PF technologies and identifies the main added value of our
analysis. The subsequent chapter introduces methods, data and variables applied in the
analysis. Chapter four presents and discusses the empirical results, while Chapter five
summarises the study and derives main conclusions.

2 Previous research

A review of theoretical models (see Feder and Umali, 1993) as well as empirical studies of PF
technology’s economic implications (see below) points to the thin line between the positive
economic effects and PF-related costs and their dynamics, which makes the expectation of the
net economic benefits less intuitive. For example, Anselin, Bongiovanni and Lowenberg-
DeBoer (2004) identified a profitability-increasing effect of variable rate technology when
applying a spatial econometric approach to strip trials data. Most studies have, however,
found that the net economic implications of PF technology are conditional on a range of farm,
field, market or institutional conditions. For instance, Bongiovanni and Lowenberg-Deboer
(2004) find that PF is a modestly more profitable alternative than uniform field management
for a wide range of restrictions on nitrogen application levels (e.g, government regulation on
nitrogen use). Khanna (2001), by using a double selectivity model on a sequential adoption of
PF technologies, came to the conclusion that adopting site-specific technologies leads to gains
in nitrogen production on less productive soils. Experiments on cereals fields carried out by
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Godwin et. al. (2002) showed that the benefits from PF systems outweigh the additional costs
in some farm (size) categories, and depending on the sophistication of the PF system. Roberts,
English and Mahajanashetti (2000) stress the importance of the quality of the diagnostic stage
of the PF practice implementation for drawing benefits from PF technology adoption. They
also point out that the economic outcomes of the PF technology are sensitive to input and
output prices.

Numerous studies confirm the importance of the expected economic benefits for PF adoption,
and thus farm self-selection into the technology. For instance, Khanna, Epouhe and Hornbaker
(1999) concluded that uncertainty in returns due to adoption, high costs of adoption, and a
lack of demonstrated effects of advanced site-specific technologies on yields and input use are
some of the major reasons for low adoption rates. Considering various stages of technology
adoption, Leathers and Smale (1991) found that under uncertain impact of the new
technologies, it is rational for the farmers to adopt components of the technology sequentially
rather than to adopt the complete technology all at once.

Our data does not allow us to consider sequential adoption. However, the data does include a
large range of farm characteristics that allow us to effectively correct for a possible selection
bias. Also, the detailed production and technological data permits a closer look at the cost-
structural shifts due to technological changes than was possible in any of the previous studies.
Most empirical studies use partial production outcome indicators such as profits (Fernandez-
Cornejo, 1996) and input productivity such as nitrogen productivity (Khanna, 2001; Roberts,
English and Mahajanashetti, 2000), land productivity (Fuglie and Bosh, 1995), or labour
productivity (Fleisher and Liu, 1992). These partial (individual input) productivity indicators
ignore the production multi-dimensionality with regard to input structure and hence the joint
productivity of the input set. Estimating farm-level cost efficiency measures taking into
account the multiple-input productivity effect and the possibility of decomposing this measure
into its allocative and technical parts thus helps to obtain new insights on the economic effects
of PF practices.

Also, previous studies analysing the determinants of PF adoption and its economic
implications that controlled for self-selection mostly applied two-step methods developed by
Heckman (1976) and Lee (1976). However, the two-step procedure can deliver inconsistent
standard errors (Lokshin and Sajaya, 2004: 282). We apply a full-information ML (FIML)
method that allows for a one-step (simultaneous) estimation of the efficiency equations and
technology choice equation that provides more consistent standard errors.

3 Methodology

In the first step of the analysis, farm-level efficiency measures are obtained by means of a
deterministic linear programming method, Data Envelopment Analysis (DEA). Because of the
expected physical input and cost reducing effect of precision farming, the cost-minimising
behavioural objective is assumed for the specification of the DEA model. It is of interest to
derive not only input-oriented technical efficiency measures, but also allocative efficiency, as
precision farming has an impact on the inputs’ structure. Both efficiency measures represent
components of overall cost efficiency, which will be analysed in connection to PF technology
in the second step. A joint feasible production set will be assumed in the cost efficiency model
for both production practices (PF and non-PF) to create a joint performance benchmark and
thus a comparative basis for the efficiency measures.

In the second step of the analysis, determinants of the technology selection and efficiency
level are analysed using endogenous switching regression. To illuminate the PF cost effect
related to input allocation and the overall cost effect, this analysis is carried out for cost and
allocative efficiency separately. The use of switching regression is motivated by the fact that
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the level of allocative and cost efficiency could differ between PF adopters and non-adopters
as a result of the PF technology effect, as well as the fact that adopting PF is a non-random
selection choice. As discussed in the introduction, to choose between the two production
practices, the farm compares the expected net benefit of both technological alternatives and
chooses a practice that delivers the highest returns on its set of characteristics.

Endogenous switching regression models can be estimated by either two-step least square or
maximum likelihood (ML) estimation; however, methods estimating one equation at a time
are inefficient and derive inconsistent standard errors (Lokshin and Sajaya, 2004: 282). More
consistent standard errors can be derived by implementing a full-information ML (FIML)
method that simultaneously fits the continuous (efficiency) and the probit (technology choice)
equations of the model.

If there is no statistical indication of dependency between the two parts of the switching
model, and hence no indication of a self-selection in the PF adoption choice, the efficiency
effect of precision technology is estimated using a truncated regression.

3.1 Efficiency measures and Data Envelopment Analysis

For the aim of cost efficiency measurement, we analyse a farm production system with one
output variable. We consider a situation where a farm produces output y € R, , using a vector

of k=1,2,...K inputs, xe RX . The feasible production set, 7, is defined as:

7= {(y,x)e R”**|x can produce y}, (1)

where the production technology is assumed to be convex and non-increasing in inputs, non-
decreasing in outputs, and exhibits strong disposability in both inputs and output’. In the cost
minimisation context, the output, y, is fixed. Given a vector of k = 1,2,..., K input prices,

pe R, one can define the minimum cost associated with producing a particular output as:

E(y,p)= m}n{p'x|<x,y> € T}. )
The cost-minimising input vector is denoted by x,.; where the minimum cost level equals p'x,

and the cost at the observed input vector is equal to p’x. The cost efficiency measure of a firm
then can be defined as the ratio of minimum cost over observed cost:

CE=px./px. 3)

This will take a value between zero and one, where a value of one indicates full cost
efficiency, implying that it is not technologically feasible to produce the given amount of
output with a lower cost.

Cost efficiency, CE, can be further decomposed into two components - a part due to technical
efficiency, TE, and a part due to allocative efficiency, AE. It is methodologically simpler to
derive TE and calculate AE using the two already derived measures.

The Farrell (1957) technically efficient input vector® for the observed input vector that is not
located on the boundary of the technology set, x,, can be identified by proportionally shrinking
the observed input vector, x, until it is projected onto the boundary of the technology set; i.e.
by solving the optimisation problem:

TE(y,x)= ngn{¢9|<t9x,y>e T}, “4)

% See Coelli et al. (2005) for further discussion of these properties.
* This measure considers the production boundary for constant returns to scale technology.
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where 0 is a scalar that takes a value between zero and one. The technically efficient input
vector is calculated as x; = 6x. The cost corresponding with the technically efficient input level
is p’x, . Expressed as a ratio, technical efficiency can be denoted as:

TE = p’x, | p'x = p'(6k)/a’x =6 )

Allocative efficiency, which relates to having the correct input mix given observed input price
ratios, can then be derived as a ratio between cost efficiency and technical efficiency as
follows:

AE = CE | TE, (6)

which corresponds to the ratio of the cost related to the cost-minimising input vector and the
cost related to the technically efficient input vector:

AE = p'x,/ p'x, . (7)

As mentioned in the introduction, to solve the presented optimisation problems, we apply
input-oriented and cost-minimising DEA programs® to derive technical and cost efficiency
measures, respectively. The purpose of DEA is to construct a frontier over the data points
such that the observed output points lay within the production possibility set enveloped by the
frontier. To obtain the presented ratio # representing 7E, one can solve following a (constant
returns to scale) DEA program:

min, ; 6, (8)
st -y, +Y120,

&, — X120,

A20,

where the vectors x; and y; represent data on the K inputs and M outputs of the i-th farm; X is
the K x [ input matrix and Y the M x [ output matrix; 6 is a scalar and 1 is a / X 1 vector of
constants.

The cost-minimising DEA program can be denoted as follows:

min .. (p/x.,), ©)
st -y, +YA20,

x,— X120,

A120.

The cost efficiency and allocative efficiency scores will be calculated as described in Coelli et
al. (2005) and illustrated above in equations (3) and (6), respectively. To derive the efficiency
measures, we apply the DEAP software (Version 2.1) developed by Coelli (1996).

The derived farm-level efficiency scores are then analysed using the endogenous switching
regression in relation to the PF technology choice.

3.2 Endogenous switching regression model

Since the propensity to select PF technology can depend on the efficiency gains that might
result from technology that are conditioned on the set of farm characteristics, we are interested
in modelling the interdependence between the efficiency equation and the technology choice
equation. We implement FIML to simultaneously estimate the two equations, which provides
more efficient parameter estimates and consistent standard errors when compared to fitting

* See Coelli et al. (2005) for a detailed description of the programs.
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one equation at a time by either two-step least squares or ML estimation (Lokshin and Sajaya,
2004).

Drawing from Maddala (1983) and Lokshin and Sajaia (2004), a model is considered which
specifies an agent with two regression equations and a criterion function, /;, that determines
the agent's regime - in this case, the technology selection:

I,=1 if YZ,+u,>0,

[ =0 if 3Z +u <0,
Regime I:  y,=8X,+¢, if I,=1, (10)
Regime 2:  y, =fB,X,,+¢&, if I,=0, (11)

where y;; are the dependent variables in the continuous (efficiency) equations, X;; and X»; are
vectors of weakly exogenous variables, Zi is a vector of exogenous variables explaining the
endogenous selection dummy 7;; f;, B2, and y are vectors of parameters to be estimated. Error
terms u, &; and &, are assumed to have a trivariate normal distribution with mean vector zero
and covariance matrix:

2

o-u O-lu 0-214
Q=|o, o}

2

O-Zu 0-2

The covariance between ¢; and ¢, is not defined, as y;; and y» are never observed
o’ is assumed equal to one. Given the assumption on the error terms, the

u

simultaneously;
logarithmic likelihood function for the system of equations (10) and (11) is as follows:

L= (1w {0 (n, )+ Infp ey, 0,)/ 03]+ (1= L pwlinfd - @0 )1+ nlp e 02 ) )

where @ is a cumulative normal distribution function, [] is a normal density distribution
function, w; is an optimal weight for observation 7, and

77_/.,.:(72,.+p].8ﬂ/0'_].)/ I-p; =12,

In this expression, p, =0, /0,0, is the correlation coefficient between &;; and u;, and

=02, /0,0, is the correlation coefficient between &5; and ;.

Lokshin and Sajaya (2004) developed a Stata module movestay, which allows an
implementation of the presented FIML. This module is applied for estimating the switching
efficiency-PF technology choice regression model in this paper.

3.3 Data and variables

The study utilises survey data on 93 wheat producing Czech farms during the production year
2007/08°. These farms cultivate wheat, on average, on 28% of their total area and achieved
yields of 6.31 tons per hectare. This is slightly higher than the national average of 5.77 tons
per hectare. This figure reflects the favourable production conditions of selected farms which
are mostly situated in two of the best agronomical zones for cereal and sugar beet production,
both of which have an average altitude of 260 m.

> The data collection was carried out in 2009 within the project 'Economic system of evaluating farm
performance with respect to sustainable use of natural resources', No.: QH71016, financed by the Czech National
Agency for Agricultural Research.
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The economic data shows that average per hectare costs were 16.9 thousand CZK (676 €),
with unit production costs of 2,700 CZK/ton of wheat (107 €). Direct inputs - fertilisers,
chemicals and seed - account for 8,301 CZK per ha, while fuels account for 2,177 CZK per
ha, capital costs are 3,108 CZK per ha, and labour inputs are 1,148 CZK per ha. Individual per
hectare input items are as follows: 0.57 tons of fertilisers; 3.2 kg of chemicals; 240 kg of
seeds; 12.3 hrs of labour; 95 litres of fuels. The most intensively used machinery in the crop
production - tractors - generates about 164,000 CZK (6,561 €) of costs, which means about
453 CZK (18 €) per ha of wheat. About one-fourth of seeds are purchased and the remaining
portion is self-produced. The total amount of all nutrients applied to wheat was 150.5 kg per
ha. The larger farm sizes predetermines that field spatial distribution in the sample is
relatively high. There are up to 53 wheat fields per farm, with an average of 18 fields. Wheat
field size is slightly greater than 30 ha.

This section specifies variables for both models. To make the structure of variables simpler,
they will be presented in a tabular form. Table 1 describes variables included in the cost
efficiency DEA model and Table 2 presents variables used for the specification of the
endogenous switching regression. Table 2 includes two dependent variables for the first
(efficiency) part of the model. For each of the variables, the model is estimated separately; the
remaining variables are the same for both models. Note that the number of observations to be
used in the switching regression decreases due to missing values in some of the variables.

Table 1. Cost efficiency DEA model variables from farm-level 2007/08 survey data (930bs.)

Variable Variable description (unit) Mean Stand. dev./ Min Max
abbreviation frequency
Output Wheat production (thousand tons) 2,373.08 1,806.02 263.70  9,580.62
k input variables k=1,2,.,K,K=5
Chemicals Fertilisers, chemicals and seed
applied in wheat production (stand.
unit) 505.28 410.62 27.46 2533.23
Fuel Fuel consumed in wheat production
(thousand litres) 32.22 26.89 1.56 142.11
Capital Tractors used in wheat production
(motor hrs) 1,142.40 719.08 180.00 2,970.00
Land Total land used for wheat production
(ha) 361.55 247.94 30.00 1,237.69
Labor Total labor used in wheat
production, incl. share of overhead
labor (hrs) 4,083.41 3,230.95 370.50 23,541.60
k input price variables
Price chem Fixed price for standardized unit
B (nitrogen fertilizer) (CZK/ton) 5,934.16 - - -
Price fuel Fixed price for standardized unit of
B fuel (gas) (CZK/litre) 24.60 - - -
Price_capital Annual and wheat production share
of total value of tractors (CZK/motor
hrs) 169.33 119.97 13.17 684.47
Price land Paid rent for arable land (CZK/ha) 1,662.63 722.40 250.00 3,530.00
Price labor Fixed (to sample average) labour
B cost (CZK/hr) 125.82 - - -
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Table 2. Variables in the endogenous switching efficiency-PF selection model (84 obs.)

Variable Variable description (unit) Mean/ Stand. Min Max
abbreviation frequency dev.

L. Efficiency equations (for both regimes)
Dependent variable

CE tr log transformation of CE measures 0.442 0.499 -0.632 1.607
AE tr log transformation of AE measures 1.254 0.725 -.132 4.701
Explanatory variables
JSC Legal form - joint stock company 26% n.a. 0 1
(yes = 1)D
Nr. owners Number of owners 122 197 1 750
Land rent Rent paid for land (CZK) 1 680 771 250 4500
Share crop Share of crop production in total revenues 72 24 19 100
%
Share grass (Sh;re of grass land in total land (%) 3 6 0 51
Field prep sow Field preparation jointly with sowing as 11% n.a. 0 1
an alternative to separate operations
(yes = 1)°
Fert b.sowing Fertilisation before sowing (yes = 1)D 49% n.a. 0 1
Adopt_innov Farm assessment of its use of 2.8 0.62 1 4

technological innovations (1 = very bad,
4 = very good) ©
Care_machin Farm assessment of its standards 3.18 0.49 1 4
regarding the taking care of machinery
(1 = very bad, 4 = very good)©
Revenues Total revenues (mio. CZK) 44.894 36.750 6.500 165.121
II. Technology selection equation
Dependent variable

PF-selection (Cyl;osiielc;g PF (in fertilization) technology 42% na. 0 |
Explanatory variables (all explanatory variables from I. part of the model + following variables)
Probl_qualific Farm assessment of its problems with
labor qualification (0 = no problem, 0.81 0.81 0 3
3 = very large problem)®
Field_size Average field size (ha) 25.5 14.5 6.8 81.1
Share yield.dam Estimated share of yield damage (%) 6.8 9.8 0 50

Note:  stands for a dummy variable; © stands for a categorical (scale) variable.

4 Results

DEA analysis delivered results implying that farms in the sample have, on average, the
potential to reduce costs by 37%" (Table 3). The lower levels of allocative efficiency
compared to technical efficiency scores imply that there is a greater potential for decreasing
costs through correcting for input combinations (allocation) through different production
practices (technologies) than in the radial (proportional) adjustment of input levels as captured
by technical efficiency. Differences in all three efficiency scores between PF adopters and
non-adopters suggest higher economic returns from precision farming. A two-group mean-
comparison test, however, implies that these differences are statistically significant (at a 10%
significance level) only in the technical efficiency scores’.

% Despite the intention of collecting data in similar production regions, it needs to be pointed out that a share of
the measured inefficiency is attributable to differences in production conditions among farms, which is mainly
reflected in the technical efficiency scores. This is due to the deterministic nature of the DEA approach.

7 This test is not indicative of the causality between efficiency and precision farming practices, nor of the fact
that this relationship could not be significant when controlling for other efficiency-determining farm
characteristics.
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Table 3. Summary of technical, allocative and cost efficiency scores

Type of producers Nr. Obs. Mean Stnd. dev. Min Max
TE - total farm sample 93 0.835 0.123 0.578 1.000
AE - total farm sample 93 0.758 0.112 0.467 1.000
CE - total farm sample 93 0.634 0.137 0.349 1.000
TE - PF non-adopters 55 0.818 0.128 0.578 1.000
AE - PF non-adopters 55 0.755 0.115 0.467 0.991
CE - PF non-adopters 55 0.619 0.143 0.361 0.991
TE - PF adopters 38 0.860 0.111 0.628 1.000
AE - PF adopters 38 0.763 0.109 0.531 1.000
CE - PF adopters 38 0.657 0.125 0.349 1.000

Deriving the cost-minimising level of inputs for each observation in the process of cost
efficiency measurement also facilitates a closer look at the farm-level use of individual input
categories. Table 4 illustrates ratios of actually observed to cost-minimising levels of inputs in
given input categories for the sample average, as well as for the two farm groups - farms both
adopting and not adopting PF. The table suggests that the most overused input categories are
fertilisers and chemicals, and fuel. PF adopters overuse these inputs slightly less than PF non-
adopters, which is in line with the more precise and thus reducing practice in fertiliser
application. However, this difference is not statistically significant. A similar trend is found in
the use of fuel. Compared to PF non-adopters, PF adopters consume fuel in wheat production
that is significantly closer to the fuel cost optimum. This could relate to the fact that PF
adopters use significantly newer® and more fuel-efficient machinery than PF non-adopters.

Interestingly, Table 4 further shows that both groups of farms use less than an optimal amount
of capital, which could be given by the relatively low price of capital due to a high degree of
machinery depreciation and the frequent (transition-specific) complimentary transfer of
machinery from predecessor farms. This result could also relate to the approximation of
capital used in this study, which is derived from the amount of tractor hours used in wheat
production, and the annual value of these tractors derived from the value at purchase, while
the volume of all machinery necessary for wheat production is markedly higher. The last
statistically significant difference in the overuse of inputs can be found in land. The ratios in
Table 4 suggest that farms applying PF techniques use lesser land for a given level of output
than do PF non-adopters (achieve higher land productivity), and thus can be assumed to use
land more intensively and. In line with the expectation regarding higher labour intensity of PF
technology, PF adopters are, on average, found to use more labour than PF non-adopters.
However, this difference is statistically insignificant. Overall, the input structure analysis
suggests a positive effect of PF-technology on allocative efficiency given the input prices,
which calls for a deeper analysis that will follow.

¥ The average age of tractors in the group of farms adopting PF practices is 9.3 years, while it is 11.7 years in the
case of farms not adopting PF practices. The two-group mean comparison-test finds the difference significant at
the 5% significance level.
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Table 4. Mean statistics for the ratio of real to cost-minimising input levels

Input category Sample total PF non-adopters PF adopters p-value*
Nr. Obs. 93 55 38

Chemicals (stand. unit) 1.996 2.055 1.911 0.273

Fuel (stand. unit) 1.742 1.887 1.534 0.047

Capital (motor hours) 0.917 0.929 0.899 0.851

Land (hectares) 1.303 1.349 1.238 0.013

Labor (hours) 1.468 1.388 1.583 0.203

Note: * p-value of the two-group (PF adopters and non-adopters) mean-comparison test.

The relationships between PF adoption and allocative and cost efficiency are further analysed
by means of an endogenous switching regression model, the estimates of which are presented
in Tables 5 and 7, respectively. Each table includes two models - a complete model, in which
the first and second efficiency equations (for the two regimes - PF adoption and non-adoption)
contain the same variables, and a more parsimonious model in which some of the most
insignificant variables are eliminated to increase the overall fit of the model.

Table 5 presents estimates of the switching regression of the determinants of the PF selection
and allocative efficiency. As indicated by the Wald test, both models - i.e. complete and more
parsimonious - are overall well-fitted (at the 5% significance level). Since the more
parsimonious model is more significant, we interpret the parameters of this model. Parameters
of the first equation indicate that among farms adopting PF technology, the chosen legal form,
particularly Joint Stock Company, has a positive impact on the level of allocative efficiency.
This could relate to the specific capital and ownership structure of legal forms in agriculture
related to the form of capital transformation. Joint Stock Companies often acquired more
productive capital compared to cooperatives, and progressively invested in new technologies
(see Curtiss et al. 2012). Furthermore, the number of owners increases allocative efficiency.
This effect can also be observed in the second regime (group of non-adopters), as it is also
statistically significant in equation 2. Therefore, the cost efficiency effect of the number of
owners is independent of the adoption of PF technology. It is likely that the more owners a
farm has, the higher is the share of employees who are simultaneously owners. In this case,
the positive impact of the number of owners could approximate the positive incentive
structure related to employee ownership. Land rental price, which is included in the model to
mainly capture soil quality differences, is also found to have a positive impact on allocative
efficiency. The positive effect could suggest that the price does not fully cover the productive
potential of the soil. In other words, the increase in productive potential is not sufficiently
reflected in the increase of land rental price. The fact that the effect of land rental is
significant in the first equation could only suggest that the PF adopters are better at utilising
the productive potential of the soil.

An unexpected estimation result is that, among PF adopters, the degree of specialisation in
crop production has negative implications for allocative efficiency. A detailed data analysis
revealed that farms specialising in crop production have a significantly higher capital value’
than do farms with more diversified production. The higher value of tractors suggests better
technical parameters and specialisation of machinery, which has a negative allocative
efficiency effect within the group of farms adopting PF. This result could suggest that farms
have difficulties to utilise the productive potential of more advanced machinery in relation to
its price (the price productivity ratio increases faster for PF adopters that for PF non-adopters),
which could relate to the issue of a longer learning curve.

? Note that only capital (tractors) applied in wheat production is (are) considered.
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Total revenues also have a negative effect on allocative efficiency, in this case in both
equations (thus, this is not a technology-specific effect). Further data analysis discloses that
total revenues are highly correlated with farm arable land size. Most importantly, land rental
prices increase with total revenues, which would suggest that for farms to achieve higher
revenues, they had to acquire more land for which they had to offer competitive farm land
prices. These farms were thus willing to pay higher prices for a comparatively similar quality
of land (which significantly reduces allocative efficiency) to achieve economies of size. In
line with this argument is the finding that the effect of revenues is insignificant in the cost
efficiency model (economies of size do not outweigh the cost effect of higher land rental
prices).

The efficiency model also delivers significance of parameters of two technological variables.
The first variable, Field prep sow depicts an operation in which soil preparation and sowing
is performed in one-step when compared to other methods of soil preparation and sowing
(mainly as separate sequential operations). This variable’s parameter is statistically significant
(at the 10% significance level) only in the second allocative efficiency equation, which
implies that among farms not applying PF technology, this one-step operation improves
allocative efficiency. It is reasonable to expect that those who apply this management in soil
preparation are more oriented on advanced practices also in other operations. On the contrary,
the second variable Fert b.sowing, representing fertilisation before sowing reduces allocative
efficiency in both models. This suggests that this type of fertilisation results in excessive
costs, and this cost-increasing effect due to input allocation is not specific for either PF
adopters or non-adopters. The size of the negative effect of the fertilisation before sowing is
smaller for PF adopters.

The third part of the allocative efficiency-PF switching regression model in Table 5 will be
interpreted together with this part of the cost efficiency-PF switching regression model in
Table 6.

Important for the interpretation of the allocative efficiency-PF switching regression in Table 6
is the likelihood ratio test of independent equations, which estimates whether the selection
bias adjustment is significant. The statistical insignificance of the test suggests that the
allocative efficiency and PF adoption models are not jointly determined, and that the
allocative efficiency effects of the PF technology themselves do not determine the selection of
PF adoption.

Estimates presented in Table 6, however, suggest that the results are different for the cost
efficiency-PF relationship. The Wald test of equations’ independence is significant at the 10%
and 5% significance levels in the complete and more parsimonious models, respectively.
Note that this significance is related to the relationship between the PF-adoption equation and
the (second) cost efficiency equation for PF non-adopters as depicted by the statistically
significant correlation coefficient p,. This suggests that farms choosing not to adopt PF
fertilising methods would achieve lower cost efficiency than a random farm from the same
sample would have achieved with the non-PF technology. Farms adopting PF fertilisation do
statistically no better or worse than a random farm would have.
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Table 5. ML estimates of endogenous switching regression model of allocative efficiency and precision farming (84 observations)

Complete model More parsimonious model
Allocative eff. eqn. 1 Allocative eff. eqn. 2 Allocative eff. eqn. 1 Allocative eff. eqn. 2
(PF adopters)* (PF non-adopters)* PF choice equation (PF adopters)* (PF non-adopters)* PF choice equation
Par. Est. P-value Par. Est. P-value Par. Est. P-value Par. Est. P-value Par. Est. P-value Par. Est. P-value
IsC 0.439 0.053 0.090 0.663 0.109 0.762 0.461 0.028 - - 0.176 0.622
Nr. owners 0.061 0.113 0.076 0.096 0.008 0.927 0.064 0.093 0.086 0.029 0.014 0.870
Land_rent 0.310 0.090 0.235 0.099 -0.139 0.506 0.340 0.074 0.215 0.156 -0.150 0.490
Share_crop -0.912 0.038 -0.326 0.446 0.386 0.597 -0.939 0.019 - - 0.612 0.428
Share_grass -0.564 0.901 -1.421 0.114 -3.527 0.456 - - -1.132 0.136 -4.429 0.337
Field_prep_sow 0.250 0.461 0.718 0.079 -0.539 0.474 0.319 0.238 0.718 0.082 -0.474 0.504
Fert_b.sowing -0.419 0.111 -0.486 0.125 0.573 0.117 -0.450 0.072 -0.574 0.059 0.471 0.163
Adopt_innov -0.105 0.594 0.132 0.451 0.399 0.205 - - 0.145 0.454 0.412 0.201
Care_machin 0.029 0.892 0.225 0.387 0.408 0.276 - - - - - -
Revenues -0.010 0.016 -0.006 0.043 0.010 0.077 -0.011 0.004 -0.006 0.088 0.011 0.071
Probl_qualific - - - - -0.335 0.272 - - - - -0.408 0.105
Field_size - - - - 0.022 0.062 - - - - 0.022 0.060
Share_yield.dam - - - - 0.056 0.003 - - - - 0.057 0.003
Constant 2.423 0.001 0.472 0.623 -4.071 0.007 2.173 0.000 0.938 0.054 -2.870 0.007
Wald test of fit 19.23 0.037 17.49 0.015
Wald test of indep.
equations 0.63 0.426 0.75 0.385
p1 (stnd. dev.) -0.611 0.678 -0.557 0.529
p2 (stnd. dev.) 0.337 0.709 0.243 0.802

Note: Values of cost efficiency are log transformed to gain a more normal distribution. The robust Huber/White/sandwich estimator of the variance is used in place of the
conventional MLE variance estimator; *AE It is the dependent variable.
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Table 6. ML estimates of endogenous switching regression model of cost efficiency and precision farming (84 observations)

Complete model More parsimonious model
Cost efficiency eqn. 1~ Cost efficiency eqn. 2 Cost efficiency eqn. 1~ Cost efficiency eqn. 2
(PF adopters)* (PF non-adopters)* PF choice equation (PF adopters)* (PF non-adopters)* PF choice equation
Par. Est. P-value Par. Est. P-value Par. Est. P-value Par. Est. P-value Par. Est. P-value Par. Est. P-value

IsC 0.604 0.004 0.300 0.203 0.165 0.640 0.567 0.011 0.245 0.314 0.131 0.700
Nr. owners 0.069 0.142 0.127 0.009 0.031 0.696 0.062 0.192 0.142 0.006 0.034 0.671
Land_rent 0.170 0.018 0.227 0.114 -0.130 0.608 0.160 0.010 0.237 0.178 -0.123 0.616
Share_crop -0.754 0.065 -0.386 0.377 0.385 0.627 -0.789 0.017 - - 0.566 0.399
Share_grass -5.520 0.024 -1.469 0.063 -4.337 0.332 -5.040 0.048 -1.447 0.062 -3.830 0.363
Field_prep_sow 0.466 0.046 0.559 0.294 -0.462 0.575 0.442 0.077 - - -0.787 0.349
Fert_b.sowing -0.356 0.196 -0.265 0.236 0.571 0.093 -0.289 0.175 - - 0.684 0.029
Adopt_innov 0.224 0.226 0.316 0.074 0.382 0.259 0.212 0.224 0.214 0.138 0.303 0.369
Care_machin -0.115 0.619 0.233 0.320 0.332 0.358 - - 0.317 0.217 0.384 0.277
Revenues - - - - 0.012 0.090 - - - - 0.012 0.033
Probl_qualific - - - - -0.502 0.029 - - - - -0.526 0.017
Field_size - - - - 0.021 0.230 - - - - 0.023 0.162
Share_yield.dam - - - - 0.057 0.023 - - - - 0.058 0.016
Constant 0.588 0.624 -0.971 0.267 -3.713 0.016 0.237 0.718 -1.232 0.151 -3.862 0.010
Wald test of fit 34.41 0.000 32.30 0.000

Wald test of indep.

equations 2.85 0.091 4.72 0.030

p1 (stnd. dev.) 0.164 0.971) 0.247 (0.771)

P2 (stnd. dev.) 0.560 (0.290) 0.657 (0.234)

Note: Values of cost efficiency are log transformed to gain a more normal distribution. The robust Huber/White/sandwich estimator of the variance is used in place of the
conventional MLE variance estimator; *CE_lt is the dependent variable.
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In this context, switching regression allows us to use the parameters for the PF adopters
equation to predict the cost efficiency values for the PF non-adopters, were they to adopt the
PF practice, and vice versa. This results in four sets of predicted values for cost efficiency that
are summarised in Table 7. The hypothetical predictions assume that the coefficients obtained
in the switching regression for PF adopters would apply to PF non-adopters were they to
apply the PF technology, and analogically, the coefficients obtained for PF non-adopters
would apply to PF adopters were they to revert.

Table 7. Summary of predicted values for cost efficiency

Type of producers Mean Stnd. dev. Min. Max.
1. PF adopters (in PF mode)" 0.651 0.069 0.495 0.797
2. PF adopters (in non-PF mode)” 0.805 0.060 0.680 0.917
3. PF non-adopters (in PF mode) * 0.603 0.118 0.156 0.802
4. PF non-adopters (in non-PF mode) " 0.640 0.086 0.438 0.840

Note: " predictions of real state, 2 predictions of hypothetical state.

The results in Table 7 show that the average predicted cost efficiency for the PF non-adopters
in their real regime (line 4) is higher than their level of cost efficiency for the hypothetical
situation, i.e. were they to apply PF (line 3). Adopters of PF would do much better were they
to return to non-PF technology (line 2), however, their predicted cost efficiency values
(line 1) still accede the cost efficiency of PF-non adopters (line 4). This could imply that only
more cost efficient farms are willing to undergo losses of new-technology adoption as they
expected to do better than a random farm and improve in the course of the learning curve.
These results support the expected self-selection into the technology. However, only the proof
of self-selection of less efficient farms into conventional (non-PF) technology is statistically
significant.

The differences in the parameters of the first two equations in Tables 5 and 6 are related to the
technology-specific effects of the selected variables on technical efficiency, the second
component of cost efficiency. One of the differences refers to the effect of revenues. Total
farm revenues as a proxy for farm size were found to have a highly insignificant effect on cost
efficiency in both equations'’. This suggests that the negative effect of revenues on overall
cost due to related allocative inefficiencies is eliminated by their positive effect on technical
efficiency, likely due to associated economies of scale. Analogous to the allocative efficiency
model, the legal form of Joint Stock Company and land rent continue to have a significant
positive effect on overall cost efficiency among PF-adopters. The parameter for the number of
owners lost its significance in the first equation; however, it is still significant in the second
equation. Among PF adopters, specialisation in crop production also has a negative
implication for overall cost efficiency. Contrary to the allocative efficiency model, the share
of grass land in total cultivated land has a significant negative effect for total cost efficiency
in both equations. Land has been turned into grass land mainly in less favourable areas for
agricultural production, which suggests that the share of grass land could proxy for the farm
producing in worse production conditions. In contrast to previous results, the negative effect
of the technological operation of applying fertilisers before sowing is not significant for cost
efficiency, and carrying out sowing jointly with field preparation has a positive effect for cost
efficiency only within the PF regime.

' In combination with the variable Land_rent, the variable Revenues caused a collapse of the model. The model
with Revenues, without the variable Land rent, provides good estimates; however, the parameter for Revenues is
highly insignificant. On the other hand, the model with Land rent without Revenues is overall better fitted, and
the parameter for Land rent is statistically significant, as shown in Table 6.
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Finally, we interpret the parameters of the PF adoption model. We focus on the estimates
presented in Table 6, since the overall fit of the cost efficiency-PF switching regression, when
compared to the allocative efficiency-PF switching regression, is greater (see the Wald test
statistics). Similar to Khanna (2001) or Khanna, Epouhe and Hornbaker (1999), we find that
farm size (revenues) and human capital'' positively increase the farms’ likelihood of adopting
PF technology. The propensity of PF adoption also increases with the estimated yield damage
due to seasonal weather conditions, which could indicate that farms experiencing greater yield
volatility are more likely to adopt PF technology, or they are more likely to adopt the
technology because they have a greater capacity to estimate yield responses to changing
weather conditions. The last significant parameter in the PF choice model is the parameter for
the variable fertilisation before sowing. This result suggests that farms that are more
concerned with soil nutrition sufficiency are more likely to adopt PF in fertilisation, since the
results of some of the steps in fertilisation (incl. the first productive fertilisation) are known to
be sensitive to the application method.

5 Conclusion

This paper examines the economic implications of adopting the variable-rate application of
fertilisers and the determinants of adopting this PF technology utilising data from Czech
wheat farms during the 2007/08 production year. Economic indicators are represented by cost
efficiency and its two components - technical and allocative efficiency - which allows for a
separation of the PF technology-related allocative cost effect due to changes in input structure
with regard to price relations, and the technical efficiency effect that embodies the cost
differences due to technology-specific ratios of the real to technically optimal input levels.
The relationship between PF adoption and efficiency scores is analysed by means of a one-
step endogenous switching regression.

The efficiency analysis revealed that there are marked potentials for cost efficiency
improvements among the analysed farms. The greatest inefficiencies are found in the use of
variable inputs (fertilisers and chemicals) and fuel. Significant differences in input use
optimality (input productivity) between PF technology adopters and non-adopters are found in
the use of fuel and land, with PF adopters showing higher partial productivities. Results on
overall efficiency scores also show that PF adopters can be characterised as more efficient.
However, as estimates of the switching regressions suggest, the causal relation is not
straightforward.

The results of the first endogenous switching regression disclose statistical independence
between the determination of allocative efficiency and the PF technology choice. The results
thus do not confirm the self-selection hypothesis with regard to the expected efficiency
influencing the PF technology choice when only allocative efficiency (effect of technology-
related input structure change) is considered. Despite the expected negative impact of PF
technology on allocative efficiency due to the intensification of information/knowledge and
machinery innovation, the PF technology is found to have overall rather a positive effect on
allocative efficiency given the input prices in the Czech market during the analysed period.
The allocative efficiency increases relate mainly to the fact that the PF technology
significantly increases the farms’ ability to abstract the soil’s productive potential, while land
prices remain the same for PF adopters and non-adopters.

Contrary to the relationship between allocative efficiency and PF technology choice, total cost
efficiency and the technology-choice regressions are found to be significantly dependent. The
estimates show that farms not adopting PF practices do significantly better without the

"' In our case, human capital is approximated by problems with workers’ qualification, for which the parameter
estimate is negative.
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technology switch than if they were to adopt the PF technology. Similarly, farms adopting the
PF technology are found to display lower cost efficiency in reality when compared to a
hypothetical situation of non-adopting the technology. However, these differences are found
to be insignificant. Also, the PF adopters’ predicted cost efficiency values in the PF adoption
regime are still higher than the predicted cost efficiency values for PF non-adopters in their
real non-adoption regime. In general, the results suggest that less efficient farms are less
likely to adopt PF technology, as they expect increases in overall costs given their production
conditions and/or managerial and technical skills. In line with this argument, it was found that
a farm’s problems with workers’ qualifications, which represents lower human capital,
significantly decreases the likelihood of PF adoption. On the other hand, a farm size
generating economies of scale is a factor that increases the farm’s propensity of choosing PF
technology.

The impact of PF technology is mainly observed through changes in the allocative and total
cost efficiency effects of some farm characteristics and accompanying technological practices.
Precision Farming technology makes the farm cost efficiency more responsive to land quality
and more sensitive to production conditions, farm specialisation, as well as legal form and
other technological practices such as one-step field preparation and sowing.
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The assessment of the effects of investment support measures
of the Rural Development Programmes: the case of the Czech
Republic

Tomas Ratinger, Tomas Medonos, Jindrich Spicka, Martin Hruska and Vaclav Vilhelm'

Abstract

The investment support has been considered as a principal vehicle for enhancing competitiveness of
the Czech agriculture since the early days of the economic transition. However so far, little attention
has been paid to the evaluation of actual effects of the corresponding support programmes. The
objective of this paper is to assess economic and other effects of the measure 121 “Modernisation of
Agricultural Holdings” of the RDP 2007-2013 on the Czech farms. The counterfactual approach is
adopted investigating what would have happened if the supported producers did not participate in the
programme and then comparing the result indicators. The quantitative analysis of programme effects
is complemented by a qualitative survey on 20 farms which received the investment support between
2008 and 2010. The quantitative assessment showed significant benefits of the investment support in
terms of business expansion (GVA) and productivity (GVA/labour costs) improvements. These results
were confirmed by the qualitative survey. It showed that production expansion and productivity
increase were primary objectives of the investment strategies on most of the farms. The public support
enabled farms to achieve these strategic objectives. The respondents of the survey declared that the
supported investment was important for their prosperity however, we could not prove it in the
quantitative assessment in terms of profit and cost/revenue ratio. Finally, the issue of deadweight of
the investment support is discussed: the figures on very low net investment relatively to the provided
public support at the sector level and answers of respondents indicate possible significant deadweight,
however, the insight is incomplete, since it does not take into account post accession restructuring of
the sector and multiannual and multi-enterprise character of investment at the farm level.

Keywords: Investment support, counterfactual analysis, propensity score matching, direct and indirect

effects
JEL Classification: Q10, Q18

1. INTRODUCTION

The objective of the paper is to assess economic and other effects of the measure 121 “Modernisation
of Agricultural Holdings” of the Rural Development Programme (RDP) 2007-2013 and the similar
one of the Operational Program - Agriculture (OP), 2004-2006 on the Czech farms.

The investment support has been considered as a principal vehicle for enhancing competitiveness of
the Czech agriculture since the early days of the economic transition. However so far, little attention
has been paid to the evaluation of actual effects of the corresponding support programmes. In the
1990s, the success of the interest subsidies for investment credits was justified practically only by the
high participation rate and the “improved” level of the sector gross fixed capital formation (Trzeciak-
Duval 2003, Janda 2006, Cechura 2008). The need for a more rigorous assessment arrived with EU
development programmes: SAPARD, OP Agriculture and RDP 2007-2013. The considered
quantitative indicators for the programme assessment are stated in the Common Evaluation a
Monitoring Framework (CMEF, EC 2006). They are structured according to the Intervention Logic
concept in input, output, result and impact indicators.

! Institute for Agricultural Economics and Information (UZEI) Praha, ratinger.tomas@uzei.cz
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There are two serious problems of CMEF and the EU evaluation guidelines which eventually might
lead to wrong conclusions on the success of the programme: 1) it is impossible to associate the result
and impact indicators (as GVA/GDP) only with policy intervention, since there are number of other
factors and circumstances affecting the results; ii) usually, policy measures either target or are
exploited by only some groups of producers/regions, etc., which makes simple comparisons between
supported and non-supported groups methodologically problematic (Michalek, 2007). To deal with
these shortcomings we adopted the counterfactual approach investigating what would have happened
if the supported producers did not participate in the programme and then comparing the result
indicators (Khandaker et al. 2010). Since it is principally impossible to observe on the same farm the
effects of participation and non-participation in the measure, one has to choose or to construct a
control farm with identical characteristics from the pool of non-participating producers. To do this we
follow propensity score matching approach (PSM, Caliendo and Kopeinig, 2005).

The paper is structured in six paragraphs: In the next paragraph we will review the investment support
policy of the Czech Republic. Paragraph 3 is devoted to the adopted methodology and in Paragraph 4
we are presenting the quantitative assessment results. To get better notion of the actual investment
projects and to learn about their effects on farmers and about problems with their implementation we
conducted 20 case studies; these are described in paragraph 5. Afterwards, both results are compared
and conclusions are drawn (paragraph 6).

2. INVESTMENT SUPPORT

From the beginning of agricultural transition it was clear that there were not sufficient funds on farms
to assure a prompt recovery of the sector. In the early 1990s, the Czech government provided generous
investment grants mainly to the emerging family farms. Later, the policy concentrated on improving
access of farms to credits by providing interest subsidies and guarantees. The latter referred to a
problem of lack of collateral; most of the assets was of doubtful value if the sector declined, while
land was owned by external restituents or by the state (Janda and Ratinger 1997). The interest rate
subsidy was a principal investment support measure until the EU accession, but even after that it has
continued until now.

Gross fixed capital formation (GFCF) is a basic indicator of the investment activity in the Economic
Accounts for Agriculture. GFCF of the agricultural sector varied substantially in absolute and relative®
terms over last decade (Chyba! Chybny odkaz na zalozku.). It can also be seen from Chyba!
Chybny odkaz na zalozku. that agricultural GFCF is correlated with the credit support of the Support
and Guarantee Fund for Farms and Forestry (SGFFF) at least until the EU accession. It is also worth to
note that the amplitudes of agricultural GFCF are larger than those of the SGFFF support. It can have
two explanations: first, the public support (SGFFF) encouraged also private investment activity; and
second, the investment activity also reflects the sector and overall economic situation: post-
privatisation stabilisation in in the late 1990s, accession expectations® in 2001-2003 and the recent
financial crisis of 2008-2009.

The new impulses for investment activity have gradually come with the EU accession: new market
opportunities resulting from joining the common market, financial stabilisation of farms given by
increasing direct payments and finally the investment grants provided by the rural development
programme.

According to Basek et al. (2010) integration in the common market can be seen as a driving factor of
markedly increasing specialisation of farms: Growing specialisation in filed crops can be observed in
good soil and climatic conditions. Growing concentration of dairy cow herds can also be noticed - not

* In respect to the total GFCF.

? Including the need to comply with “acquis”, production expansion for creating a solid reference base, etc. One
should also note that these years farmers got generous compensations for bad harvests caused by disastrous
weather.
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necessarily in specialised dairy farm, it usually mixed production system, however the dairy units are
big and usually one of the main enterprises on the farm. Pig production has left common farms and
nowadays it is concentrated in big specialised pig production companies; overall pork meet production
declined continuously and dramatically over the last decade. In contrast beef cattle emerged on
mountain and sub-mountain grasslands, however, these are truly product of the policy; market
opportunities just determine the intensity. This specialisation trend has been also reflected in the
investment activity.

Figure 1 Investment activity in agriculture 1998-2010
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Direct payments have stabilised farm income. In a consequence, it enabled corporate farms to pay off
their restitution liabilities. They improved financial credibility of family and corporate farms vis-a-vis
banks and input suppliers. Thus, they are likely behind the increasing investment activity between
2004 and 2008 (see

Gross fixed capital formation (GFCF) is a basic indicator of the investment activity in the Economic
Accounts for Agriculture. GFCF of the agricultural sector varied substantially in absolute and relative
terms over last decade (Chyba! Chybny odkaz na zalozku.). It can also be seen from Chyba!
Chybny odkaz na zalozku. that agricultural GFCF is correlated with the credit support of the Support
and Guarantee Fund for Farms and Forestry (SGFFF) at least until the EU accession. It is also worth to
note that the amplitudes of agricultural GFCF are larger than those of the SGFFF support. It can have
two explanations: first, the public support (SGFFF) encouraged also private investment activity; and
second, the investment activity also reflects the sector and overall economic situation: post-
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privatisation stabilisation in in the late 1990s, accession expectations in 2001-2003 and the recent
financial crisis of 2008-2009.

The new impulses for investment activity have gradually come with the EU accession: new market
opportunities resulting from joining the common market, financial stabilisation of farms given by
increasing direct payments and finally the investment grants provided by the rural development
programme.

According to Basek et al. (2010) integration in the common market can be seen as a driving factor of
markedly increasing specialisation of farms: Growing specialisation in filed crops can be observed in
good soil and climatic conditions. Growing concentration of dairy cow herds can also be noticed - not
necessarily in specialised dairy farm, it usually mixed production system, however the dairy units are
big and usually one of the main enterprises on the farm. Pig production has left common farms and
nowadays it is concentrated in big specialised pig production companies; overall pork meet production
declined continuously and dramatically over the last decade. In contrast beef cattle emerged on
mountain and sub-mountain grasslands, however, these are truly product of the policy; market
opportunities just determine the intensity. This specialisation trend has been also reflected in the
investment activity.

Figure 1). We can see that during this period, farms invested above the reproduction (net investment —
yellow line in

Gross fixed capital formation (GFCF) is a basic indicator of the investment activity in the Economic
Accounts for Agriculture. GFCF of the agricultural sector varied substantially in absolute and relative
terms over last decade (Chyba! Chybny odkaz na zalozku.). It can also be seen from Chyba!
Chybny odkaz na zalozku. that agricultural GFCF is correlated with the credit support of the Support
and Guarantee Fund for Farms and Forestry (SGFFF) at least until the EU accession. It is also worth to
note that the amplitudes of agricultural GFCF are larger than those of the SGFFF support. It can have
two explanations: first, the public support (SGFFF) encouraged also private investment activity; and
second, the investment activity also reflects the sector and overall economic situation: post-
privatisation stabilisation in in the late 1990s, accession expectations in 2001-2003 and the recent
financial crisis of 2008-2009.

The new impulses for investment activity have gradually come with the EU accession: new market
opportunities resulting from joining the common market, financial stabilisation of farms given by
increasing direct payments and finally the investment grants provided by the rural development
programme.

According to Basek et al. (2010) integration in the common market can be seen as a driving factor of
markedly increasing specialisation of farms: Growing specialisation in filed crops can be observed in
good soil and climatic conditions. Growing concentration of dairy cow herds can also be noticed - not
necessarily in specialised dairy farm, it usually mixed production system, however the dairy units are
big and usually one of the main enterprises on the farm. Pig production has left common farms and
nowadays it is concentrated in big specialised pig production companies; overall pork meet production
declined continuously and dramatically over the last decade. In contrast beef cattle emerged on
mountain and sub-mountain grasslands, however, these are truly product of the policy; market
opportunities just determine the intensity. This specialisation trend has been also reflected in the
investment activity.

Figure 1) while in most other years capital stocks declined.
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Investment grants returned in the policy with SAPARD?, but funds were rather limited. Since the EU
accession they have become the main form of the investment support; in 2004-2006 the investment
support was included in the Operational Programme for Agriculture, in the current period, it is the
main tool of the Axis 1 of the Rural Development Programme (measures 121, 123, 124). While the
measure 121 (Modernisation of agricultural holdings) has attracted farmers to the extent that its budget
was increased already twice; the other two measures (123 - Adding value to agricultural and forestry
products and 124 Cooperation for development of new products, processes and technologies in the
agriculture and food sector and the forestry sector) have been considered as too demanding, their
potential has been somehow hidden for farmers.

Returning to

Gross fixed capital formation (GFCF) is a basic indicator of the investment activity in the Economic
Accounts for Agriculture. GFCF of the agricultural sector varied substantially in absolute and relative
terms over last decade (Chyba! Chybny odkaz na zaloZku.). It can also be seen from Chyba!
Chybny odkaz na zalozku. that agricultural GFCF is correlated with the credit support of the Support
and Guarantee Fund for Farms and Forestry (SGFFF) at least until the EU accession. It is also worth to
note that the amplitudes of agricultural GFCF are larger than those of the SGFFF support. It can have
two explanations: first, the public support (SGFFF) encouraged also private investment activity; and
second, the investment activity also reflects the sector and overall economic situation: post-
privatisation stabilisation in in the late 1990s, accession expectations in 2001-2003 and the recent
financial crisis of 2008-2009.

The new impulses for investment activity have gradually come with the EU accession: new market
opportunities resulting from joining the common market, financial stabilisation of farms given by
increasing direct payments and finally the investment grants provided by the rural development
programme.

According to Basek et al. (2010) integration in the common market can be seen as a driving factor of
markedly increasing specialisation of farms: Growing specialisation in filed crops can be observed in
good soil and climatic conditions. Growing concentration of dairy cow herds can also be noticed - not
necessarily in specialised dairy farm, it usually mixed production system, however the dairy units are
big and usually one of the main enterprises on the farm. Pig production has left common farms and
nowadays it is concentrated in big specialised pig production companies; overall pork meet production
declined continuously and dramatically over the last decade. In contrast beef cattle emerged on
mountain and sub-mountain grasslands, however, these are truly product of the policy; market
opportunities just determine the intensity. This specialisation trend has been also reflected in the
investment activity.

Figure 1 it is evident that the investment support might stimulate investment over the reproduction of
capital only in 1998, and in the period shortly after accession (2004-2008). Given the fact that in best
years, net investment might constitute only about a third of supported investments (thus the rate of
public co-financing) we can conclude there was no or only very little additionality achieved by the
policy. In the 1990, the policy declared as its objective to assure reproduction of agricultural capital,
however, since the EU accession additionality has deemed to be achieved.

Most of the investment (more than 40%) goes to machinery and equipment (post-harvest processing,
milking cooling equipment etc.). Investment in buildings dropped from almost 50% in 1998 to less
than 30% in the recent years. Farmers’ investment in breeding animals account for 20 to 30 per cent
(Figure 2). The emphasis on machinery and equipment in the investment structure might indicate that
farmers are more concerned of labour productivity than of the other possible effects of modernisation
through investment. Nevertheless, it would be hard to assert that the other two main directions of

* Special Accession Programme for Rural Development
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investment activity are undervalued; rather we can stress that the sector might have become saturated
in terms of agricultural buildings (storages, sheds) and that breeding animals are regularly replaced.

Figure 2 Investment structure
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In spite of the contraction of the Czech livestock production, most of the modernisation support went
in the livestock sectors, particularly in the dairy enterprises (2008-2010) — see Table 2. It is because
there were essential needs (welfare, manure storage and treatment) and because there are significant
immediate and tangible benefits from modernisation (higher yields, higher quality, reduction of (hired)
labour, improved health of animals — thus lower variable costs).

Linking the investment support (of all kind) to the performance of the agricultural sectors will provide
a preliminary notion about the effect of the support. Such a brief analysis is illustrated in Figure 3.

Figure 3 Investment support and sectoral GVA

45000 45000
40000 w 40000
35 OO0 A p = s * v “
L g — Nl N £ 35000
30 000 7 e 2 2
25800 5 30000 * 4 +
20000 = 25000
15000
10 0OO p— %2‘]'&]‘0 Y—J.{.dﬁ._x"ji:ﬁjﬁ
W & 15000 R =0.0059
5000 j. -
f +—r—r——————————— T 10000
& mépw“@'v@"& e & w@ﬂ&i . 3
il T T 1
— inyestemnt support (public budget) g 5890 12000 15000

G, {basic: prices) Investment suppart, CZK millions

Source: CzSO (EAA)

From the first look (on the left chart), there is no evident effect of the support programme on the
sectoral GVA. The simple statistical analysis (linear regression in the right chart) indicates that there
might be about 10% of the investment support projected immediately in the agricultural GVA.
However, the model is not statistically significant. Also, one should consider a delay of an investment
effect. A simple shift of the effect of two or three years, however; does not lead to a significant
relationship. It is evident that the sector approach is insufficient for the investment programme
assessment.
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3. METHODOLOGY

The above figures on the support programmes and the sectoral GVA indicate the difficulties (the
ambiguity) of the judgement of the policy effectiveness and efficiency. There is therefore a need for
methods and approaches which enable the evaluator to assess precisely the mechanisms by which
beneficiaries are responding to the intervention. These mechanisms can include links through markets
or improved social networks as well as tie-ins with other existing policies (Khandker, et al. 2010). To
prove that changes in targets are due only to the specific policies undertaken the counterfactual
approach is needed. It is illustrated in Figure 4. The performance of farms participating in an
investment support programme (treated) improved from YPO to YP1. The simple “before and after”
comparison (YP1 — YPO) can hardly be accounted only to the programme, if there are changes in the
performance independent of the programme as it is witnessed by the performance of non-participating
(control) farms which also changed from YCO to YC1 over the same period. However, neither the
difference YP1-YC1 necessary represents a correct judgement of the effect of the programme, because
it is likely that participating and non-participating groups differ in their structures and pre-programme
situations (Khandeker, et al. 2010). The real effect can only be obtained if we know the counterfactual
outcome YF1 i.e. what would happen if there was no programme. However, this is principally
impossible, hence one has to find an estimate.

Figure 4 The idea of the counterfactual
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The standard framework in evaluation analysis to formalise the above problem provides Roy-Rubin-
model (Caliendo, Kopeinig, 2005). Let D; denotes a treatment indicator which equals one if individual
i receives treatment and zero otherwise. The potential outcomes are then defined as Y;(D;) for each
individual i, where 1 = 1...N and N denotes the total population. The average treatment on treated
(ATT) effect is defined as follows

Turr = El7ID = 1] = E[Y(1)|D = 1] - E[Y(0)| D = 1] (1)

The second term on the right hand side of Equation (1) is the counterfactual, however, unobservable.
Instead we have to use E[Y(0)D=0]. The effect tarr is truly identified if and only if
0= E[Y(0)ID = 1] — E[¥Y(0)|D> = O, (2)

The right hand term of Equation (2) is called self-selection bias. In non/experimental data, the
condition of zero self-selection bias is usually not achievable, statistical methods have to be used to
estimate the average treatment effect on treated (tarr). In this paper we adopted propensity score
matching (PSM).
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Assume that there is a set of observable variables X which are not affected by treatment and that
potential outcomes are independent of treatment assignment, i.e.
Y(0), Y(1)LDIX, ¥X; 3)

This condition is known a “unconfoundedness” or conditional independence assumption. Let us
defime the propensity score P(D = 1|X) = P(X), i.e. the probability for an individual to participate in a
treatment given his observed variables X. The unconfoundedness condition can be rewritten as

Y(0), Y(1)L D|P(X), ¥X; (4)
As it was showed by Rosenbaum and Rubin (1983). A further requirement besides independence is the
common support or overlap condition:

0 < P(D;, =1|X;) < 1, for some i; (5)

which ensures that there are persons with which have positive probabilities to participate as well as to
stay outside. The PSM estimator of the treatment effect on treated is then defined as

T8 = Eprayp=1lE(Y(D)|D = L,P(X0)) — E(Y(0)|D = 0,P(XD};  (6)

We can understand the PSM estimator of tarr as a mean difference in outcomes over the common
support, appropriately weighted by the propensity score distribution of participants (Caliendo,
Kopeinig, 2005). From the number of methods available for construing the PSM estimator we have
chosen nearest neighbor (NN) matching and kernel matching.(KM) Nearest neighbor matching. Is the
most straightforward approach; the individual from the comparison group is chosen as a matching
partner for a treated individual that is closest in terms of propensity score. One of the disadvantages of
NN matching is that only a few observations from the comparison group are used to construct the
counterfactual outcome of a treated individual. Kernel matching (KM) is a non-parametric matching
estimator that uses weighted averages of all individuals in the control group to construct the
counterfactual outcome. Following Smith and Todd (2005), ATT effect estimator (6) can be rewritten

Torr = i, [Zpi=1Yi(1) — Tp=aw(i, HY;(0)] (7)

where Nt denotes the number of treated (participating in the programme). In the case of KM the
weights w(i.j) are defined as follows
K(me}-P.;x,-;.‘:l
a . 8
B;‘.:nK(P(XE_P':XﬂV 8

wli,j) =
a )|

Where K is a kernel function and « is a bandwidth parameter. Note that kernel matching is analogous
to regression on a constant term (Khandker et al. (2010)). The main advantage of this approach is the
lower variance due to more information used. A drawback of it is that possibly observations are used
that are bad matches. Therefore, good overlap is of major importance for KM.

The quantitative analysis of effects is completed by 20 case studies. The qualitative survey (interviews
with the farm manager) concentrated not only on the manager’s subjective assessment of economic
benefits from the investment support but also on the non-economic effects as improved animal welfare
or working conditions, the farm business development strategy and how the supported investment fits
in it, motivations and information gathering for the given investment project, the use of advisory
services and the cooperation with research.

We used several sources of data on farm characteristics and performance - CreditInfo database, LPIS,
data on agricultural supports published by SZIF’. CreditInfo is main source, it is a database built on
annual reports of companies (large legal entities) which are oblige by the Commercial Code to publish
their economic and book keeping figures. CreditInfo includes only large farms and only financial
indicators. From LPIS we linked information on utilised agricultural area and on land use.

All calculations are done in STATA 11.

> State Intervention Fund for Agriculture, the paying agency.
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To get a deeper insight in the process and effects of investment support we selected 20 representative
projects in respect to investment size, legal form of investor farm, type and direction of supported
investment. On this small sample we conducted qualitative research aimed at business and investment
strategies, the importance of the support for implementing the strategy, business environment and
effects of the investment for modernisation. For this purpose we elaborated a questionnaire which
included 28 questions structured in 7 blocks (Table 1). The respondents were asked to state their
qualitative judgement on the investigated issue either on the 3 or 5 point scale’ or by ordering pre-
defined judgments or reasoning.

Beside filling the questionnaire the interview included free discussion on the implementation process,
and lessons learned, and the excursion to the investigated investment. While the questionnaire was
usually filled by the top manager, during the excursion we met also other management staff and
workers associated with the given investment.

Table 1 Structure of the questionnaire for a qualitative survey.

Block Questions Content
[ A Characteristics of the project holder
1l B-G Current and past investment strategy
1 H-L, P Project description including motivations
Preparation of the project and of the application
I - for a support
The assessment of project benefits, of fulfilments
W 0, Q-2 of expectations, ...
Vi A4 Future investment strategy
Vil BB-CC Business environment for investment

4. RESULTS OF THE QUANTITATIVE ASSESSMENT

The analysis concentrated on measure 121 of the current Rural Development Programme’. The
modernisation targets (investment directions) are summarised in Table 2 below. Most of the support
was directed in the livestock sector in terms of numbers (57%) as well as in terms of funds (72%).
This bias against the livestock sector results from needs of applicants (see section 2) as well as from
policy preferences — projects for modernization of the livestock production got additional points in the
evaluation score. The structure of applicants follows the structure of farming and its geographical
distribution; livestock production is concentrated more in less favoured areas and in a similar
proportion are the applicants. Surprisingly, there is higher share of young farmer applicants for crop
production projects than in the case of livestock production.

Table 2 Investment objects of measure 121 “Modernisation of agricultural holdings” 2008-2010

% 1-poor, 3 or 5 — excellent.
7i. e. RDP for period 2007-2013.
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Completed p Support budget Applicants

Investment object = CZE million Individual Corporate nlFA Young
Livestock 72 21449 32% 63%% 69%4 20%
Buildings 593 1363 33% 67% 67% 22%
of it dairy cow sheds 122 410 40%% 60%% 64%4 119
Technique and technology 126 193 27% 3% 63% 14%%
Storages for secondary
products 105 212 21% T9% T0%% 12%
Crop prodution 392 179 9% 61% 27% 32%
Buildings 266 582 43%% 57% 2304 37%
MMachinery and equipment 125 197 2004 T1%% 33% 2404
Other 21 32 38%% 62%% 62% 1094
Total 1385 2080 34%% 66% 7% 2484

Source: SZIF

In the CreditInfo database we identified 844 agricultural businesses which were included there with all
economic figures for all four years of the period 2007-2010. About a third of them (291) were awarded
an investment grant of the Czech RDP (measure 121) within this period; actually between 2008 and
2010, because no project was completed in 2007°. We lack the details about the investment directions
of 291 supported farms included in the database CreditInfo, however it is very likely that their
supported modernisation follows the same pattern as the population of farms participating in Measure
121 (Table 2).

There are significant differences between participating and non-participating farms in the CreditInfo
sample: the average utilised agricultural area of participating farms is substantially greater (1826 ha)
than the one of non-participants (1084 ha)’. I terms of assets'’ the difference is even deeper: the
average value of assets is more than twice higher in the sample of participants than in the sample of
nonparticipants, and the figures per hectare are CZK 83,882 and CZK 58,518 on participating and
non-participating farms respectively. It indicates that participating farms are on average not only
substantially larger but also much more capital and labour intensive than non-participating ones (see
Table 3 for details). On the other hand, we can show that variation in both sub-samples is quite high
and among non-participants significantly higher (for example the coefficient of UAA variation'' is
0.71 for participants and 0.82 for non-participants). In fact high variation is positive for matching,
since we likely find similar farms in the both sub-samples.

Table 3 Characteristics of participating and non-participating farms in the CreditInfo sample

2007 2010 Index 20102007
Indicator Unit Participating Non-particip. Participating XNon-particip. Participating Non-particip.
Total assets CZK '000/farm 146 633 63 082 153 188 63 405 104.5 100.5
TAA ha'farm 1831 1100 1 826 1084 93.8 98.5
The share of grasslands % 212 237 218 242 102.8 102.0
Total assets/TAA CZK '000/ha 80.1 574 839 383 104.7 102.0
Gross cash flow CZK '000/farm 16 419 7631 13 851 5757 844 754
Cash Flow/UAA* CZK '000'ha 9.0 6.9 7.6 53 846 76.6
Labour costTAA* CZK '000'ha 12.0 85 112 85 93.9 95.5
Bank credits/total assets* % 13.0 11.7 16.2 12.2 123.9 103.9

*wethgted average
UAA - Utilised Agricultural Area
Source: CreditInfo (2011), LPIS (2011), SZIF(2011)

¥ We consider only completed projects

? The both figures for 2010

12 Of the balance sheet

' Coefficient of variation = standard error/mean
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For calculating propensity scores we applied probit regressions (Gujarati, 1988) on a set of structural
variables (UAA, revenue, the share of grasslands, cash flow, depreciation and credits to total assets
ratio). These structural variables are commonly considered as factors affecting investment and thus
they are deemed as possible determinants of farm participation in the modernisation programme. The
first two variables represent size of the business; the share of grasslands indicates if a farm is in the
less favoured area (LFA); and the rest are variables referring to financial sources for investment. The
probit regression showed that size variables are poor insignificant determinants of participation (Table
6 in Appendix). Note however, that multicoliearity of structural variables might be behind that. The
distribution of estimated propensity scores is illustrated in Figure 5; a good overlap is evident.

In the research we tested two matching algorithms: nearest neighbour matching (in Stata attnd) and
kernel matching (attk and psmatch2). In this paper we are presenting kernel matching with the
standard Gaussian kernel (K(u) = exp(—u®/ 2)) and with the standard and Mahalanobis metric (Rubin,
1980, Stata — psmatch2), i.e. in equation (8) P; — P; is replaced by the metric d(i,j)= (P; — P;) S'I(Pj - Py,
where P refers to the 2x1 vector of propensity scores and S is the pooled within-sample (2x2)
covariance matrix of P based on the sub-samples of the participating and non-participating farms.
Standard errors of the average treatment effects are calculated using bootstrapping.

We have chosen 6 performance variables (Table 4) on which we measure results of the investment
support programme. Four of these variables relate to value added and productivity in both terms: their
state and dynamics. In addition we look at profit and cost revenue ratio.

Figure 5 Distribution of propensity scores of participation in the measure 121 of the Czech RDP
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Source: own calculations using STATA procedure pscore (probit regression)

Table 4 List of performance (result) variables

Acronym Description Applied by
GVA Gross Value Added Bozik et al. {2011)
GUATC ?r:u ductivity measured by the ratio of
GVA over labour costs
dGVA Change of GVA aver 2007-2010
d{GVALD Change of producivity over 2007-2010
Profit Profit MMichalek (2009,
Cost'rev CostEevenue ratio
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The assessment of the effect of measure 121 “Modernisation of agricultural holdings” based on kernel
matching is summarised in Table 5. Both metric approaches provide very similar results; the main
difference is in the significance levels. The average treatment effect differs substantially only in the
case of productivity change.

Table 5 Results of matching (attk and psmatch2 in Stata).

Total Treated Controls
Farms 837 290 347
attk (standard metric)
Variable Sample Treated Controls ?ﬁerenc SE. T-ztat P sig.
GVA 10 Unmatched 21051 173 13877
Gross Value Added  ATT "5t Tois03s o018 1273 4717 0.000 ok
GVATLC 10 Unmatched [.839 0a932 -0.093
Productivity ATT 0859 " o063 " 0223 0066 3403 0.001 o
dGVA 07 10 Unmatched -3624 -3782 -1832
Chanze of GVA ATT " 5624 " 7080 " 1457 773 1884  0.068 *
d (GVA/LC) 07 10 Unmatched H211 0474 0,685
Change o productivity ATT "2 " 0273 Too062 0086 0714 0309
Profit_10 Uninatched 30640 1423 1833

ATT " 3080 " 2126 7 934 1439 0640 0323
Cost/Bevenue 10 Uninatched 0.933 0.975 0,023

ATT 0933 0084 0,031 0.013 2072 0.047 "
psmatchl (Mahalanobiz metric), 8337 ohservations
Variable Sample Treated Controls Differ.  SE. T-stat P sig.
GVA 10 Unmatched 21051 7173 13877 1213 11.3% 2E-24
Gross Value Added ATT 21051 14491 6360 1733 3.670 0.001 HkE
GVALC 10 Unmatched 0839 0932 -0.093 0.787 0.120 0295
Productivity ATT 0.839 0644 0213 0.114 1.880 0.068 "
dGEVA 10 07 Unmatched -5624 -3792 -1832 634 -2.880 0008
Change of GVA ATT 3624 -7063 1439 Q48 520 0.126
d (GVA/LC) 10 07 Unmatched 0211 0474 0683 1.318 0.520 0245
Change o productivity  ATT D211 -0 443 0232 0.096 2410 0.022 EE
Profit_10 Unmatched 30460 1423 1633 884 1.84 00736

0 ATT 304640 1241 1119 1233 0.890 0268
CostEevenue 10 Unmatched 0033 0973 -0.023 0.019 -1.1790 0201
0 ATT 09353 00635 0012 0.011 -1.100 0217

Treated = participating in mesure 121 of EDP
Controls= non-participating
Source: own calculation (Stata 11)

With exception of profit, all variables exhibit a significant effect of the investment support to
modernisation in one or the other matching model; creation of GVA and labour productivity are
significant in both models. In the case of profit, it is extremely high variation of this variable that the
huge difference of averages between participants and constructed controls (CZK 1.1 million) is not
statistically significant.
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5. CASE STUDIES

The sample includes 7 individual and 13 corporate farms. All surveyed farms got support from the
present Rural development plan (2007-2013) — measures 121 and 123; 7 investment projects were
oriented on crop production, 10 projects on animal production and 3 projects on food processing
products on farms. The average size of total investment expenditures of studied projects reached
15.7 mil. CZK with the average amount of the support 4.2 mil. CZK 1i.e. the rate of the support was on
average 39%. All projects were already realised at least a year before the interview and mostly run
under full operation.

In terms of farm strategies and objectives of investment, 75% of projects'> were qualified by
respondents as development (grow through) investments i.e. investments for the purpose of increasing
farm ability to produce and to sell products or services; 25% of projects indicated rather replacement
investment even if with higher operational efficiency; 15% of all projects were bounded with needs to
comply with the legislative (environmental) requirements on production and 30% were realised in
animal production in order improve animal welfare above current standards.

The investments in last 5 years which were realised in the context of farm development strategies
aimed at growth (in 60% of cases), improving the quality (55%); 10% of respondents purely and
further 15% of respondents additionally invested to advance specialisation of a farm.

These strategies obviously result not only from market opportunities and opportunities to provide
public services, but also from internal conditions. Market opportunities were referred as the most
significant factor by a half of respondents and the average score in this case was 4.5 on the 5 point
scale. On the other hand, factors indicating surplus or absence of capacity were assigned as less
important (only 1/5 of the respondents indicated lack of land for usage (average score 2.0) or shortage
of qualified employees (average score 1.0) as the most important factors,.

The most information on possible innovations is acquired by supported investors from farmers’
organisations and from internet sources. Both these knowledge sources are considered in the present
conception of the knowledge transfer (KT) in agriculture as two basic levels'". Specialised advisory
services (the most upper level of KT system) indeed were not included among the predefined answers,
but it was not mentioned as other source of information in any case study. Also, from the other
questions and informal interviews it was clear that use of publicly supported farm advisory is
restricted only to a preparation of the investment support application and that the cooperation with
research institutions is very low - almost absenting. This is in conformity with findings from other
sources that the knowledge transfer from research to farm practices is weak. The actual decision on
investment is made on the advice of input suppliers and often on the experience of other farmers who
have already invested in the new technology'*.

From the perspective of motivation to participate in the programme, the measure oriented on farm
modernisation and on increasing value added is seen first of all as opportunity to get a support for
realisation of own innovation plans by 80% of respondents (45% respondents only with this type of
motivation). For approximately one third of the investigated supported farms, their participation in the
programme was also an exclusive opportunity to get additional financial means for investment. For
another 1/3 of the respondents one of the motivation to participate was a need to meet legislative
requirements on farm operations.

'> There was possibility to label more possibilities therefore sum gives more than 100%.
" So called “introductory advice” provided by farmers’ organisations was co/financed from public funds
between 2005 and 2009, the reason for stopping co/financing were budget cuts of the Czech government.

" Thus it depends on farmer’s network.
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The importance of the investment support is possible to evaluate also with an assessment of
implications in the cases when the support would not be received by a farm so called “deadweight
effect” of investment support. The results of interviews show that in 35% of cases the investment
project would not be realised without the support any more. Thirty per cent of respondents would
make the investment in a reduced size, on average by 42% (the range 30-60%) of the financial
framework of the actually realised supported investment. On the other hand, 35% of projects would be
fully launched also without the investment support. But 2/3 of respondents in this group would realise
investment in time-delay or at the expense of other investments in the farm that would not be realised
under these circumstances. The average economic size of farms in the second group that would realise
investment without support but in reduced size, is the highest (155 thousands CZK of total assets),
received more endorsed projects by ten per cent compared to others two and the average size of
investment costs per project is about 20 million CZK. Farms that would not realised project at all are
in average by quarter smaller (measured by total asset value) compared to second group and the
average size of project is 16 million CZK. The third group farms that would realise project even
without support has economic size in between two mentioned groups, but the average size of
authorised projects is the smallest — 12 million CZK. For these farms the supported investment
projects have higher importance so that they would realise them also without support at the expense of
other investments. It is possible to conclude that the deadweight effect of the RDP is not so high
because only 12% of respondents would realise investment project without any restrictions and
moreover the average size of realised projects of these farms was only halfway.

When we try to evaluate effects of the investment support it is necessary to know how important the
supported investment was for the farm. For 47% of respondents this supported investment stand for a
strategic project influencing in the prosperity of the farm. This importance is underlined also by the
fact that the realised investment caused an increase of farm revenue (production) on average by 90%
and the share of revenues from this supported activity makes on average more than third share. These
projects are oriented especially on animal production and storage capacities. Middle-important and
less important projects accounted for 42% resp. 11% of surveyed farms. These are projects with
primarily noneconomic objectives, e.g. improving animal welfare, or smaller investment projects of all
kind. They do not induce a dramatic production increase (with exception of one project).

Average pay-off period of supported projects is estimated at seven years, but the variability is
considerable from 4 to 15 years. Mostly the supported projects contributed to improvement of total
farm revenues in average by 18% and/or total cost reduction in average by 12%. The most often and
the most significant cost reduction was write down in the case of labour costs followed by cost for
repairs and maintenance, cost for energy, medicaments and feedstuffs. More than half of respondents
agree herein that supported projects help them to increase in principal stability of their income and for
other quarter of farms this benefit is less important. From the noneconomic effects were often
mentioned first of all quality improvement and production security followed by improvement of
animal welfare and animal production efficiency.

6. CONCLUSISONS: A COMPARISON OF QUANTITATIVE ASSESSMENT RESULTS
WITH CASE STUDIES

The quantitative assessment showed significant benefits of the investment support in terms of business
expansion (GVA) and productivity (GVA/labour costs) improvements. These results were confirmed
by the qualitative survey. The qualitative survey showed that production expansion and productivity
increase were primary objectives of the investment (and investment strategies) on most of the farms.
The public support enabled farms to achieve these strategic objectives.

The respondents of the survey of 20 supported farms declared that the supported investment was
important for their prosperity, however, we could not prove it in the quantitative assessment in terms
of profit and cost/revenue ratio; ATT are in favour of participating (treated farms), but the variances
are too high that there is no statistical significance of them.
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We learned that most of the investigated farms have their business development strategy and that the
investment support enabled the farmers to accomplish it more timely and in greater extent than it
would be without it. It can be learn from Table 3 that the ratio of bank credits to total assets increased
dramatically on participating farms over the investigated period while on non-participating farms it
stayed almost the same in 2010 as in 2007. It indicates that the policy (measure 121 of RDP)
encouraged farms to take credits as well as that there are some credit constrains for farms which might
prevent them to participate in the investment support programme.

From the case studies results, that supported investment expose into income increasing of farms. This
improvement flows from increasing of animal production efficiency, in general from revenue
increasing and also relatively important reduction of operational costs and especially labour costs.
Moreover respondents indicated range of other qualitative non-economic benefits such as quality and
security improving of products, decreasing losses and animal welfare improving.

Finally, the issue of deadweight of the investment support is discussed: the figures on very low net
investment relatively to the provided public support at the sector level indicate possible significant
deadweight, however, the insight is incomplete, since it does not take into account post accession
restructuring of the sector and multiannual and multi-enterprise character of investment at the farm
level. According to answers of respondents from the case studies follows that the deadweight effect of
the RDP does not seem to be so high because only twelve per cent of respondents would realise
investment project without any restrictions and moreover the average size of realised projects of these
farms was only halfway.
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Appendix:
Table 6 Results of probit regression
o~
datpry_10 Coef Std. Bz P=z [35% Interval]
- Conf
Laa 07 -3.7TE-05 8.38E-05 -1.04 0.293 -0.00025 0.000077
Grasslands_07 0.36373 0.195535 1.86 0.063 -0.01951 0.746971
cash_flow_07 2.23E-05 114E-05 1.95 0.051 -3.76E-08 4 4TE-05
revenue 07 2 18E-06 2.63E-06 0.83 0407 -2.87E-06 7.34E-06
depreciation_07 T.06E-05 2.21E-05 3.19 0001 2.72E-05 0.000114
cfiLC_07 -0.10456 0.047939 -2.18 0.029 -019862 -0.0105
credits/TA_07 0.203832 0481414 042 0672 -0.73972 1147386
cons -1.04435 0128012 -3.16 0 -1.29575 -0.79395

Source: own calculation (STATA)
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Contribution of Supports to Modernisation for Enhancing
Competitiveness of the Czech Agricultural and Forestry
Holdings

Marie Pechrova

Annotation: Specific weaknesses of the Czech agriculture are “longstanding under-capitalization
and credit burden on business, low level of support and market protection in comparison with
other European countries prior accession to the EU and low level of financial means in the
agricultural sector during the transformation process.” (Ministry of Agriculture, 2010) These
factors are limiting the competitiveness of Czech farms. One of the ways how to combat these
disadvantages is to invest to the modernisation of the agricultural sector, support innovations and
their transmission into practice. Czech Republic can benefit from the European Agricultural Fund
for Rural Development (EAFRD) under established Rural Development Programme (RDP). First
priority axis of this program is devoted to increasing of competitiveness of agriculture and
forestry. Measure 1.1.1 Modernisation of agricultural holdings is aimed on investment promoting
and improving the overall performance of the farm to increase its competitiveness. Measure 1.1.2
Increasing of the economic value of forests has the same objective, but aims on forestry
companies. The mid-term evaluation of the RDP evoked the question if the subsidised investments
had contributed to the introduction of new products or services and technologies by the enterprises.

The aim of this article is to answer the question if the subsidies on modernisation from the EU’s
funds have statistically significant impact on the introduction of new technologies or products by
agricultural holdings and thus enhancing their competitiveness. On the basis of performed
statistical hypothesis testing, the author came to the conclusion that subsidies into modernisation
of the agricultural and forestry holdings statistically significantly contributed to the introduction of
new technologies and innovations.

Key words: Rural Development Program, agricultural and forestry holdings, modernisation,
competitiveness, innovation

1 Introduction

The term competitiveness was originally used for economical subjects only, but the meaning
has broadened overtime and is currently applied on states, regions and other territories.
“International competitiveness refers to the ability of a country to produce goods which would
be able to face foreign competition, and has the potential to maintain or (and) to increase held
quotas on foreign markets.” (Hagiu, 2011) Competitiveness in the EU is defined as “the
ability to resist the market pressure.” (Tomsik, 2009) In the case of a particular farm, its
ability to compete is affected by the level of technology modernisation and innovation of
technological approaches used in the production process. “Companies are trying to achieve
competitive advantage in order to help them obtain a better and a stable position in the
marketplace. The best way for companies to achieve a competitive advantage is through
innovation.” (Ramadani, Gerguri, 2011)

“Innovation is widely held to be a key driver of economic growth at the heart of the
knowledge economy.” (OECD, 1996 in Dargan, Shucksmith, 2008). Supporting of the
knowledge transfer, modernisation and innovation throughout food chain is one of the main
objectives of Czech RDP. "Restructuring of the agriculture, enhancing the competitiveness of
the agricultural subjects and stabilization of the jobs in rural areas” (Ministry of Agriculture,
2010) are understood by the policymakers as the contribution of the Axis I to the achieving of
Lisbon’s strategy targets. This is in line with Steiner et al's (2011) conclusion that
“stimulating innovation is a major route to reaching the Lisbon targets.” “To implement the
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Lisbon Strategy, the agricultural production must be continually developed (to increase
competitiveness).” (Ramanauskas et al., 2010).

Competitiveness in the 21st century is closely related with the research and implementation of
its results into practice. In the agrarian-food processing sector, the competitiveness lays on the
speed of transferring innovations into practice. In the strategic document Vision of the Czech
agriculture after 2010 (Ministry of Agriculture, 2010) there is declared that "from the internal
factors to enhance competitiveness of the Czech agriculture are in particular important:
raising of the work productivity, maintain high level of investment and increased emphasis on
investment in advanced technology.*

Ramanauskas et al (2010) recommend “stimulating innovation in the proposed investment
projects that require support from the EU to establish the level of innovation and giving
priority to the projects with a large level of innovations.”

Axis I of the Rural Development Programme is concentrating on the support of
competitiveness of agriculture, forestry and food processing industry. Allocation of financial
means on the axis I is 22.53 % of the financial means available in the European Agricultural
Fund for Rural Development (EAFRD). The majority of subsidies (85.5 %) are granted to the
priority 1.1 Modernisation, innovation and quality. This measure was included in the previous
subsidy programme and has integrity since 2004. The aim of the measure is to help farmers to
renew, reconstruct, modernise, finish or rebuild agricultural and non-agricultural buildings
and innovate, modernise, acquire and improve their technologies.

Measure 1.1.1 Modernisation of agricultural holdings is aimed on investment promoting and
improvement of the farm overall performance to increase its competitiveness. Measure 1.1.2
Increasing of the economic value of forests has the same objective, but aims on forestry
companies. The question is if the supports for modernisation of agricultural and forestry
holdings make significantly easier to implement the innovations which could help to enhance
entrepreneurs’ competitiveness.

2 Methods

The primary research was not needed as the relevant data have been already available from
the secondary sources. Particularly mid-term review of the RDP (Association of DHV and
TIMO, 2010) contains the answers on the evaluation question: Have the subsidised
investments contributed to the implementation of new technologies and/or products? Not only
supported agricultural holdings, but also these who did not benefit from the EUs’ grand, were
questioned. Therefore the counterfactual analyses are possible. For assessing the statistical
significance of the contribution of the subsidies, 2 square test of independence was used.

Firstly, the data must be displayed in the association table, where particular cells were marked
with letters (see Fig. 1.).

New products and/or technologies
Subsidies Yes No Sum
Yes a b (at+b)
No c d (c+d)
Sum (a+tc) | (b+d) n

Fig. 1. Association table, Source: Wisniewski, 2002
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This test is based on the chi-squared (y2) probability distribution. The format of testing is
following: defining of null and alternative hypotheses, calculating of the test statistics
according to Fig. 2 and its comparison with critical table value.

n(ad —bc)’
(a+b)a+c)b+d)(c+d)

X =

Fig. 2. x2 square test statistics, Source: Wisniewski, 2002

As it is non-parametric tests, if the calculated value is smaller than the tabled one, null
hypothesis has to be rejected. I performed y2 square test to test the association between the
answers of two groups of farmers to the given question. The strength of association was
measured by Yule coefficient of association according to Fig. 3.

ad —bc
ad + bc

0=

Fig. 3. Yule coefficient of association, Source: Wisniewski, 2002

3 Results and Discussion

3.1 Assessment of the success in introducing new technologies and/or
products

3.2 Measure 1.1.1.1 Modernisation of agricultural holdings

Success of the first axis's measure /. 1.1 Modernisation of agricultural holdings is assessed by
prior defined evaluation questions which are asked to the farmers who were successful in
application for support and who were not. Both groups were asked the same question, if they
managed to introduce new technologies and/or products or not. Analysis was performed on a
selected sample of respondents from both groups.

The data are available in the evaluation mid-term report (Association of DHV and TIMA,
2010). Fig. 4. shows the results. 287 of 367 farmers who were granted the financial means
were able to introduce new technologies or products, while 80, despite obtaining the support,
were not. Comparison group consisted of agricultural firms who were not subsidized, but
despite that fact, 46.3 % of them were able to achieve innovation. The percentage of the
farmers who were able to introduce new technologies and/or products is higher (78.2 %) in
the group of subsidised farms.

It might be clear that the subsidies had positive impact on modernisation of the enterprises
and its capability to deliver new products and/or technologies. However, the statistical
verification must be performed to verify this hypothesis. Usage of y2 square test for testing
reveal the fact if the subsidies statistically significantly influence introducing of new products
and/or technologies. Null hypothesis expects nonexistence of the interdependence. (Ho: there
1s not association between subsidies and introducing of new products and/or technologies).
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New products and/or technologies

Subsidies | Yes No Sum

Yes a=287 b =280 (a+b)=367
No c=170 d=197 (c+d)=367
Sum (a+c)=457 |(b+d)=277 |n=734

2 n(ad — bc)*

- =7937 > 1% yur, = 3.841
X (a+b)a+c)b+d)(c+d) X 0,050

Fig. 4. Answers on the evaluation question, Source: Association of DHV and Timo, 2010, own calculations

Calculated test criterion is higher than tabular value of ¥2 — square test on the level of
significance 0.05, therefore we reject null hypothesis. Subsidies with 95 % probability
significantly influenced introduction of new products and/or technologies in the agricultural
companies.

Association coefficient measuring the strength of association between variables is positive
and points out to relatively strong dependency (Q = 0.76).

3.3 Measure 1.1.2.1 Increasing of economic value of forests

Another measure from Axis I which desirable results are introducing of a new product or
service or technology is 1.1.2.1 Increasing of economic value of forests. The output indicator
is number of holdings which are introducing new products or new approaches. The data
collected shows that thanks to this support 58 % of the questioned enterprises were able to
introduce new products or technologies. 30 firms from sample of 70 were unable to do so. In
the comparison group, there were only 17 % of respondents able to introduce new products or
technologies. The positive impact of subsidies is clearly visible.

Null hypothesis of the ¥2 square test states that there is no association between subsidies to
the forestry firm and its introducing of new products and/or technologies.

New products and/or technologies
Subsidies | Yes No Sum
Yes a=40 b =30 (a+b)=70
No c=12 d=58 (c+d)=70
Sum (at+c)=52|(b+d)=88[n=140

) n(ad — be)?

_ = 23.99
X b atob+d)ctd) X oosy =3.841

Fig. 5. Answers on evaluation question, Source: Association of DHV and Timo, 2010, own calculations
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Calculated criterion is higher than critical value on the level of significance 0.05, therefore we
have to reject null hypothesis and conclude that with probability of 95.0 % the support from
EAFRD under measure 1.1.2.1 has positive impact on introducing of new products or
technologies by forestry enterprises. The association of introducing of the new products
and/or technologies and subsidies is lower in case of this measure, as the coefficient of
association is 0.73.

4 Conclusion

Introducing new technologies and products to the food production process is one of the
important features to enhance agricultural and forestry companies' competitiveness. Or in
other words, the best way how to achieve competitiveness is through innovation. The
modernisation of the farms in the Czech Republic had been neglected for a long time due to
the under-capitalization during previous political regime. To speed up the process of
modernisation, financial means from the EU can be used.

Under Rural Development program, axis I, priority 1./ Modernisation, innovation and quality
are implemented measures aimed on innovations in agricultural sector in the Czech Republic.
The statistical analyses of the efficiency of these grand revealed that they are significantly
supporting farms' (or forestry companies') ability to introduce new technology or place a new
product on the market. The association between subsidies and introduction of the new
technology and/or product is positive and relatively high, however, in case of forestry
companies, it is slightly smaller.
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Improving Farm Competitiveness through Farm-Investment
Support: a Propensity Score Matching Approach

Stefan Kirchweger and Jochen Kantelhardt'

Annotation: The heterogeneity of farms and the problem of self-selection are challenging the
evaluation of treatments in agriculture. This is particularly the case for rural development
measures whit voluntary participation and heterogeneous outcomes. But knowledge about the
selection mechanisms for a certain treatment, in combination with econometric methods, can help
to overcome these problems. One of these promising methods is the Propensity Score Matching
(PSM) approach. In this paper we apply PSM in order to obtain treatment effects from the
agricultural investment support programme in Austria on the farm income. We also test the
robustness of the results to hidden bias with sensitivity analysis. Furthermore we split the sample
in more homogenous subsamples in order to increase the robustness of the results. The results
show that treatment effects differ by a large amount for the subsamples and that splitting leads to
slightly more robust results.

Key words: Rural Development programmes, heterogeneity, causal effects, Propensity-Score
Matching, sensitivity analysis

1 Introduction

There are about 187,000 farms located in Austria for the year 2007 (BMLFUW, 2011). Even
though there have been structural changes and adaptations in the last few decades, the farms
differ in farm structure and production systems. The heterogeneity is mainly due to the fact of
different site conditions, i.e. mountainous or non-mountainous regions, as well as being the
result of farm-manager characteristics or strategies. Furthermore, analyses in agriculture have
to take into account that a farm is always built upon a unique relationship between the farm
household and the farm enterprise. The heterogeneity of farm units and the unique
relationship between farm and farm households leads to heterogeneous responses to support
programmes (Pufahl and Weiss, 2009). This results in methodological challenges for
researchers in carrying out quantitative analyses in the framework of Rural Development
evaluation.

Quantitative evaluation asks for the causal effect. Therefore the Neyman-Rubin-Holland
model has been developed .> In this model the causal effect (A,) for one individual (A) is
computed by comparing the outcome in the state of participation (Y") and the outcome in the
state without participation (YAO). This can be formulated as A4 =Y, AI -7, AO. But a fundamental
challenge arises, as one of these outcomes is counterfactual because one unit can either be
participant or non-participant. When we look for counterfactual for treated units, one solution
to this problem is the use of observable non-participants. The treatment effect can then be
computed by simply comparing treated and non-treated units. But to follow causal claims,
treatment must be independent of the potential outcome and treated and non-treated must be

Institute of Agricultural and Forestry Economics at the University of Natural Resources and Life Sciences, Vienna,

Feistmantelstrasse 4, A-1180 Vienna, Austria. E-Mail: stefan.kirchweger@boku.ac.at for correspondence.

2 This model is also known as the counterfactual model (Morgan and Winship, 2009), the Neyman-Rubin model (Sekhon,
2009) or Roy-Rubin model (Caliendo and Hujer, 2006) and was originally introduced by Neyman (1923) but is nowadays
used in a wide range of topics for microeconomic evaluation (Sekhon, 2009).
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homogenous, only differing by the analysed variable. If these are not fulfilled, the results are
biased and/or have high variability. This is not a major issue in randomised experiments, as
randomisation of treatment insures the independence of treatment and outcome. To reduce
variability, the pairing of treated and untreated units can be used and number of observations
can be increased (Rosenbaum, 2005a).

As experiments can hardly been used in agricultural treatment evaluation, we have to rely on
observational data (Henning und Michalek, 2008). Observational studies differ from
experiments, as the researcher cannot control the assignment of treatment to individuals
(Rosenbaum, 2010, 65). Therefore, participants select themselves voluntarily for a certain
treatment, which leads to a selection bias in the results. This bias is mainly due to variables
(Z) disturbing the causal inference of the treatment (T) on the outcome (Y) and therefore
violates the independence assumption. Figure 1 illustrates a causal relationship between the
treatment T and the outcome Y, but Y is biased through the mutual dependence of T and Y on

@\®
oull

Figure 1: A causal diagram in which the effect of T on Y is disturbed through the back-door path, a
mutual dependence on Z. (Source: Morgan and Winship, 2009)

As in heterogeneous observational studies, the increase in observations cannot reduce
variability; more homogenous samples are needed (Rosenbaum, 2005a). Therefore the pairing
of treated and untreated is needed to reduce both, bias and variability. One approach of
pairing is Propensity Score Matching where treated and untreated are paired on similar
propensity scores. Rubin and Rosenbaum (1983) prove that matching on the propensity score
is sufficient. As with Matching, we only check for observable covariates; there always might
be hidden bias caused by unmeasured variables.

The basic objective of this paper is to apply a Propensity Score Matching approach to analyse
their ability to scope with heterogeneity in agricultural studies. This is exemplified on the
agricultural investment support programme in Austria and its effects on the farm income of
farms using the time period 2005-09. Therefore further analysis is implemented to reduce, on
the one hand, the bias from unobservable variables and, on the other, to measure the
robustness of the results regarding hidden biases. Furthermore we stratify the sample in dairy
and granivore farms in order to obtain more homogenous samples and reduce variability as
well as increase the robustness of the result. The following specific questions are asked:

- Can Propensity Score Matching be a supportive tool to derive causal effects from a
farm investment support programme in empirical studies?

- How does Propensity Score Matching cope with heterogeneity in agriculture?
- Can bias be reduced by using smaller, more homogenous samples?

In Section 2 we give a brief introduction in farm investment and in the farm-investment
support programme of Austria. Section 3 explains the methodological procedure and the
database used in this paper. The results of this three-step approach are then displayed in
Section 4. This section also includes the application of sensitivity analysis in order to judge on
the causality of the different results. The results are discussed in Section 5.

118



2 Farm investment and the farm-investment support programme in

Austria

The farm-investment programme is part of the second pillar of the Common Agriculture
Policy and basically concerns improving competitiveness, work conditions, animal welfare
and environmental conditions. To achieve these goals, 576 million Euros have been spent in
Austria in the period from 2000 to 2009 (Dantler et al., 2010). The number of fostered farms
during this period is slightly above 37,000, all mainly located in mountainous regions (see
Figure 3). Consequently, forage farms (including mainly dairy and suckler-cow farms) are the
main beneficiary of farm-investment payments, with a share of more than 56%. In contrast, in
the distribution of farm type of all farms in Austria, forage farms have only a share of 37%
(BMLFUW, 2011). In addition, there is an over-representation of granivore farms in contrast
to field-crop farms. It is therefore not surprising that more than 50% of these funds foster the
construction of barns mainly for dairy farming. Even though participants are mainly
mountainous farms, it illustrates a low share of participants in the western federal states of
Tyrol and Vorarlberg. This might be due to specific achievements by the federal states.

Furthermore, on average the share of participating farms increases for bigger farms. Hence the
means of participants and non-participants differ, especially for the utilised agricultural area
(UAA), total livestock units (LU) and milk quota (Dantler et al., 2010). As farm-investment
support payments can only be obtained with an investment, and there is hardly any farm
investment without support, we have to consider them jointly when evaluation is carried out
(see Dirksmeyer et al., 2006 and Dantler et al., 2010). Therefore we also have to consider
investment decisions in our analysis. A study done for German farms also points out that
investing farmers have a lower share of equity and are older than non-investing farmers
(Lapple, 2007). It is evident, therefore, that there has been a selection for participation based
on structural and regional variables such as region, farm type, farm size and financial
variables.

3 Methodological Approach

For the application of matching we use a three-step approach, where we first define the
matching covariates and estimate the propensity score for the whole sample as well as for the
subsamples of dairy, cash crop and granivore farms. Secondly, we match treated and controls
based on the propensity score using a suitable Greedy algorithm with calliper Matching. As a
last step, we calculate the average treatment effect on the treated with a difference-in-
difference estimator for all samples. Afterwards sensitivity analysis is applied to judge on the
quality of Matching.

3.1 The Propensity Score Matching approach

Matching follows the Conditional Independence Assumption (CIA) in order to find an
adequate control group. Based on the work of Rubin (1977) and Rubin and Rosenbaum
(1983), the CIA assumes that under a given vector of observable covariates (Z), the outcome
(Y) of one individual is independent of treatment: {YO0, Y1 @ T} |Z, where @ denotes
independence. The matching procedure is based on conditioning on all covariates influencing
T and/or Y (Z1, Z3, Zs,....Zx). This conditioning on Z should, on the one hand, lead to a
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reduction in selection bias in the form of a reduced correlation (r) between the errorterm of
the treatment T (u) and the errorterm of the outcome Y (e) (see Figure 2).

Tue=0
u e
v \Z
/ ' '
Z
7>
Z3

Figure 2: Identification of causal effects through conditioning on observed variables. (Source: Gangl, 2006)

Thus, through matching the income of farms are independent of whether the farm participated
in the farm-investment programme or not. However, this requires the identification of all
those covariates which influence the outcome and the probability of participation but are not
influenced by programme participation. The selection of covariates is the most important task
in the matching procedure. Guidance can be gained from statistical, economical and also
practical background in order to choose the appropriate covariates. The influence of the
participation on the covariates can be avoided by matching on farm variables before the start
of treatment.

Another major assumption which needs to be fulfilled is the so-called Common Support
Assumption. This basically requires the existence of non-participants having similar Z to all
participants. Violation arises especially when covariates are used which predict too well the
probability of treatment, but this is simply detected by visual control (Lechner, 2001). Losing
observations because of missing common support is not usually a problem when these are not
too numerous but might change the quantity of the results.

In order to identify similar controls, PSM use the propensity score (p(Z)) of each individual
instead of each single covariate. The propensity score is defined as the probability of
participation (Pr(T=1)) for one individual given the observed covariates Z, independent of
observed participation: p(Z) = Pr( T;=1 | 721, 2o, Zs,....Zx). Rubin and Rosenbaum (1983)
prove that matching on the propensity score is sufficient. Propensity-Score Matching (PSM)
differentiates from exact matching as the values of covariates are usually different within the
pairs with the same propensity score but are balanced in the treated and control group
(Rosenbaum, 2010, 166). The estimation of the propensity score (PS) is commonly based on
the fitted values of a binary logit or probit model, using observed treatment assignment
(yes/no) as the explained and Z as the explanatory variable. The model must not be linear but
may include interactions, polynomials and transformations of the covariates.

There are several algorithms available to pair controls and treated units. In our paper we use a
Greedy algorithm with calliper pair matching without replacement approach. Similarity is
therefore established by using a self-defined calliper. A non-participant which is found within
the calliper serves as control for one treated and cannot be used as another control. The treated
unit is dropped when there is no control available within the calliper. Through this the quality
of matching rises, as the controls are much more similar in contrast to simple Nearest
Neighbour Matching (Caliendo and Kopeinig, 2008) and the condition of common support
can be fulfilled. Augurzky und Kluve (2004) argue that callipers which are not too narrow are
preferable when the heterogeneous effects of treatment are expected (Augurzky und Kluve,
2004). Therefore we set the calliper to 0.2 for our application.
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Through the two steps, the estimation of the propensity score and the actual matching using a
radius algorithm, pairs consisting of participants and controls are built, and a control group
which is similar to the participant group is generated. This results in a reduction of systematic
mean differences between these groups. Furthermore, matching on p(Z) does not touch the Y
variable until the estimation of the treatment effects in order to prevent it from new biases (Ho
et al., 2007). Thus, the average treatment effect on the treated (t| (T=1)) can be computed, as
the difference of the mean outcome of participants (¥,’) and controls (¥5):

| (T=0)=22_, Y} | p(@) /0y - 2=, Y8 | p(Z) /0 (1)

Matching can then be considered successful when the mean of the covariates between treated
and control group is balanced. Balance is judged by conventional testing; alternatively, Ho et
al. (2007) recommend using QQ-plots which plot the quantiles of a variable of the treatment
group against that of the control group in a square plot (Ho et al., 2007). The matching
algorithm in our analysis is run with the R-package “Matching” by J.S. Sekhon (see Sekhon,
2011).

As the independent assumption in matching is built on observable covariates, it is often
criticised that there might still be hidden bias in the outcome, coming from unobserved
variables. Therefore we implement a difference-in-difference (DiD) followed by sensitivity
analysis considering the amount of hidden bias in the result.

3.2 Estimation of treatment effects

Smith and Todd (2005) recommend for controlling for unobservable covariates the
implementation of a DiD estimator. The DiD relies on the assumption that the differences of
participants and non-participants are similar at every time. It is computed as the difference of
the progress of the participant and the non-participant from one point before (t”) to one point
after (t) the time of treatment (tr) (Heckmann et al., 1998). By implementing the factor time
and the before- and after-estimation in the analyses, we can monitor for unobservable, linear
and time-invariant effects such as price fluctuations (Gensler et al., 2005). The combination of
matching and DiD results in the Conditional difference-in-difference (CDiD) estimation and
the used formula can be written as

t|T=1) =30 (Vi — Vi) | Z/ng -T2 (V2 — Y2 | Z/mg 2)
t <tr <t 3)

For our analysis, the pre-treatment situation is in 2003, post-treatment is 2010 and the
treatment itself took place between 2005 and 2009. The two-year gap before treatment is
necessary, since the year of treatment is the year of payment and the investment usually
happens a year or two before payment.

3.3 Sensitivity analysis

In order to investigate the reliability of the results we implement a sensitivity analysis in our

model. Therefore we use the so called Rosenbaum bounds (see Rosenbaum 2002, 2005b and

2010). Basically this sensitivity analysis tests for the robustness of results and models.

Rosenbaum’s approach in particular focuses on the hidden biases from unobservable variables

and therefore on the violation of the assumption of independence of treatment and outcome or
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random assignment of treatment after matching. There is hidden bias, when pairs look
comparable in their observable characteristics but differ in their actual probability () of
receiving the treatment.

To measure the departure from random assignment of treatment the parameter I' is
implemented in the odds ratio of the pairs. There is no departure if the odds (w/1-m) of each
unit do not differ within the pair and the I'=1. When the units k and j have the same
probability, the odds ratio was at most:

1 _ mj/(1-mj)
r= 7k J(1-Tk) =r (4)

The parameter of one is given in randomised experiment, but in observational studies this
hardly ever appears. If the parameter happens to be 2, this indicates that one of these units is
twice as likely to receive the treatment as the other.

It is not possible to compute the parameter; therefore we assume a perfect situation, with a
positive treatment and no hidden bias, but we are ignorant of these facts, and perform a
sensitivity analysis (Rosenbaum, 2010, 259). In order to start, one selects a series of values
for I'. Then we can either judge the robustness on the p-values and see how the p-value
changes for increasing values of I or how the magnitude of the treatment effects changes with
an higher I'. High sensitivity to hidden bias appears if the conclusions change for values of I
just slightly higher than one and low sensitivity is given if the conclusions change at large
values of I' (Rosenbaum, 2005b). The sensitivity analysis in our paper is based on the
Wilcoxon sign rank test and the Hodges-Lehmann (HL) point estimate for the sign rank test
with an upper and lower bound.” The values and estimates of these tests might differ to our
results as they deal differently with outliners. We use the R-package “rbounds” by L. Keele
(see Keele, 2010).

3.4 Data

We use data from 2000 to 2010 of 1,636 voluntary bookkeeping farms in Austria, where we
find 239 farms who only participated in the farm-investment support programme at least once
between 2005 and 2009 and 845 farms who did not participate between 2000 and 2010. Farms
which did not attend in the years 2000-2004 and 2010, as well as those which received less
than 5000 Euros in payments, were dropped from the analysis. Participants and non-
participants are matched with data based on the year 2003.

In observational studies, better results can be achieved, when samples are more homogenous
(Rosenbaum, 2005a). In order to gain more homogenous samples we split the sample in three
subsamples, for dairy and granivore farms. Whereas dairy farms are characterised as farms
keeping dairy cows and granivore farms are farms whose sales are mainly due to fattening
pigs and steers as well as breeding and fattening hens. We then apply the three-step approach
for all three subsamples individually.

® A detailed derivation is given in Peel and Makepeace (2009).
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4 Empirical Results

The results for the three-step estimation of the average treatment effect on the treated applied
in the case of farm-investment support in Austria are displayed in this chapter. Furthermore
we show the results of sensitivity analysis and stratification.

4.1 Estimation of the Propensity Score

In order to get the propensity scores of each unit we apply a binary logit model. In our model
we include a multinomial variable for the farm type and whether the farm is located in the
region west, south and north, a dummy variable for organic farming and metric variables for
the age of the farm manager, the labour, the utilised agricultural area (UAA), the share of
rented UAA, the livestock density, the share of equity and the non-farm income. The
estimates for the coefficients are displayed in Table 1. The results indicate that dairy farms,
farms with higher labour and livestock density, as well as more UAA and non-farm income,
are more likely to invest and receive farm-investment support but cash-crop farms and farms
with older managers are less likely. The model correctly predicts about 78% of the farms
attending the programme and is statistically significant at the 0.1% level or better, as
measured by the likelihood ratio test.

Table 1: Covariates estimates of logit-models explaining programme participation for the whole sample.

Estimate Std. Error z value
Intercept -5.928 1.075 -5.514 ™
Dummy permanent crop farms 0.708 0.458 1.546
Dummy forage farms (exclusive dairy) -0.030 0.485 -0.061
Dummy cash-crop farms -0.639 0.334 -1.911 .
Dummy dairy farms 0.453 0.237 1.910 .
Dummy granivore farms 0.403 0.314 1.284
Dummy region south -0.130 0.207 -0.628
Dummy region west -0.319 0.291 -1.096
Dummy konv farming -0.080 0.215 -0.373
Age -0.022 0.009 -2.453 ¢
Labour 0.565 0.126 4.487
Utilised agricultural area (log) 0.713 0.153 4.644 ™
Share of rented land 0.587 0.372 1.579
Livestock density 0.586 0.179 3.270 ~
Share of equity 0.801 0.508 1.577
Non-farm income (log) 0.140 0.039 3.548

Signif. codes: 0 “***(0.001 “***0.01 “*>0.05°>0.1 "1

Using this model we estimate the bounded propensity score for each farm, which is the basis
for the following matching step. The distribution of the propensity scores is quite similar in
the treated and the control group (see Figure 3). This is necessary in order to find good
matches.
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Figure 3: Distribution of propensity scores for treated (left) and controls (right).

4.2 Results from Matching and treatment effect estimation

The quality of the matching algorithm is based on the achieved balance between treated and
control group. The applied Greedy algorithm has the best results regarding the matching
balance in comparison to other algorithms. Out of 239 potential participants, the matching
procedure develops a new sample with 227 pairs consisting of one treated and one control.
Through this, the sample increased its balance between the two groups (participants and
controls) for all variables, which are not statistically significantly different, using
conventional levels and the t-test, anymore (see Table 2).

Table 2: Mean values of variables for participants and controls before and after Propensity-Score Matching for
the whole sample.

Potential Potential Selected Selected
participants controls participants controls

Number of farms 239 810 227 227

Dummy permanent crop farms 0.050 0.059 0.048 0.048
Dummy forage farms 0.029 0.033 0.031 0.035
Dummy cash-crop farms 0.130 0279 0.137 0.159
Dummy dairy farms 0.452 0.307 0.454 0.441
Dummy granivore farms 0.163 0.095 ~ 0.145 0.163
Dummy region south 0.247 0.247 0.233 0.225
Dummy region west 0.100 0.088 0.101 0.093
Dummy konv farming 0.816 0.819 0.815 0.837
Age 52.280 54207 ° 52.595 51.907
Labour 1.824 1.487 1.777 1.814
Utilised agricultural area (log) 3.488 3.309 3.465 3.484
Share of rented land 0.287 0242 ° 0.280 0.294
Livestock density 1.125 1.125 1.106 1.106
Share of equity 0.905 0.905 0911 0.903
Non-farm income (log) 7.466 7.375 7.409 7.265
Livestock (log) 3.038 2344 3.003 2.976
Dairy cows (log) 1.549 1.094 1.559 1.535
Pigs (log) 1.837 1.363 1.769 1.860

t-test for equally of means: Signif. codes: 0 “****0.001 “***0.01 “**0.05.> 0.1 “ 1

With the new sample of 227 pairs gained from matching approach the ATT is computed by
comparing the mean development of the farm income from 2003 to 2010 of participants and
controls. This results in an ATT for the farm income of 7197 Euros, which can be interpreted
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as the amount of farm income which treated farms could increase more than controls. The
ATT has a standard error of 2656.4 and t-statistic of 2.71, which indicates a statistical
significant difference between the means at the 1% level or better.

4.3 Sensitivity analysis

Even though the ATT for the farm income is positive, we cannot be sure that controlling for
observable covariates is enough to draw causal conclusions. Therefore we apply sensitivity
analysis to test the robustness of the result. The results of this analysis are displayed in Table
3. The first column of Table 3 is the value of the parameter r, which should indicate the
difference in the odds of farm participating or not caused by an unobserved variable. In the
second and third column the upper and lower bound of the p-value from Wilcoxon Sign
ranking test and the fourth and fifth the upper and lower bound of the Hodges-Lehmann point
estimates for the sign rank test is shown. In the first row the parameter is set to one, assuming
total randomisation through matching. The sensitivity analysis shows that through the
increase of ' up to 1.08, the upper bound of the p-value exceeds the 5%-level. This indicates
that the result is highly vulnerable to unobserved bias. This also leads to a widening of the HL
treatment estimates and therefore increasing the uncertainty through selection bias. When the
parameter increases to 1.38, the HL treatment effect is even shown to become negative.

Table 3: Rosenbaum bounds parameters for the results of the whole sample

parameter Wilcoxon p-value HL treatment estimate
(l“)1 Lower bound® Upper bound’ Lower bound* Upper bound®
1.00 0.021 0.021 4,265 4,265
1.02 0.015 0.029 4,012 4,520
1.04 0.011 0.038 3,752 4,788
1.06 0.008 0.049 3,466 5,046
1.08 0.006 0.063 3,230 5,266
1.10 0.004 0.079 2,938 5,521
1.12 0.003 0.098 2,682 5,807
1.14 0.002 0.119 2,449 6,036
1.16 0.001 0.143 2,213 6,255
1.18 0.001 0.169 1,995 6,468
1.20 0.001 0.198 1,752 6,712
1.22 0.000 0.229 1,519 6,911
1.24 0.000 0.262 1,302 7,134
1.26 0.000 0.297 1,060 7,340
1.28 0.000 0.333 864 7,609
1.30 0.000 0.370 659 7,840
1.32 0.000 0.408 458 8,052
1.34 0.000 0.446 253 8,285
1.36 0.000 0.484 64 8,481
1.38 0.000 0.522 -95 8,678
1.4 0.000 0.558 -260 8,903

"Odds of differential assignment due to unobserved factors,

% Lower bound significance level (on assumption of under-estimation of treatment effect),
3 Upper bound significance level (on assumption of over-estimation of treatment effect),
* Lower bound point estimate (on assumption of under-estimation of treatment effect),

> Upper bound point estimate (on assumption of over-estimation of treatment effect).
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4.4 Results for stratified subsamples

The subsamples consist of 108 participants and 249 non-participants in the dairy subsamples
and 39 treated and 77 non-treated in the granivore subsample. An individual logit model is
applied for each subsample. The models are adapted by farm type-specific covariates. The
estimates and significance levels of the model can be seen in Table 4 and Table 5. Thus, we
included the share of dairy cows in the dairy subsample and the number of pigs variable in the
granivore subsample. The estimation shows that in both models these additional covariates
are not statistically significant but we are convinced that they play a major role in the decision
to participate in the investment support programme (see also Dantler et al., 2010).
Furthermore the estimates in both models are similar to the model with the whole sample
except for the fact that labour and age are not statistically significant anymore. The models
correctly predict about 70% and 76% respectively of the farms attending the programme and
both are statistically significant at the 0.1% level or better, as measured by the likelihood ratio
test.

Table 4: Covariates estimates of logit-models explaining programme participation for the subsample of dairy
farms

Estimate Std. Error z value
Intercept -8.77 2.08 -4.23
Dummy region south -0.26 0.32 -0.80
Dummy region west 0.14 0.34 0.41
Dummy konv farming -0.03 0.31 -0.11
Age -0.01 0.01 -0.71
Labour 0.33 0.27 1.21
Utilised agricultural area (log) 1.14 0.32 3.58 =
Share of rented land 0.69 0.55 1.26
Livestock density 0.80 0.36 223+
Share of equity 1.43 0.81 1.76 .
Non-farm income (log) 0.25 0.07 3.77 ==
Dairy cows (share of all livestock) -0.07 0.86 -0.08

Signif. codes: 0 “****0.001 “***0.01 “** 0.05°.> 0.1’ 1

Table 5: Covariates estimates of logit-models explaining programme participation for the subsample of
granivore farms

Estimate Std. Error z value

Intercept -8.77 2.08 -4.23 wex
Dummy region south -0.26 0.32 -0.80
Dummy region west 0.14 0.34 0.41
Dummy konv farming -0.03 0.31 -0.11
Age -0.01 0.01 -0.71
Labour 0.33 0.27 1.21
Utilised agricultural area (log) 1.14 0.32 3.58 =
Share of rented land 0.69 0.55 1.26
Livestock density 0.80 0.36 223 +
Share of equity 1.43 0.81 1.76 .
Non-farm income (log) 0.25 0.07 377 =
Pigs (share of all livestock) -0.07 0.86 -0.08

Signif. codes: 0 “****0.001 “***0.01 “** 0.05°.> 0.1’ 1
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The distribution of the bounded propensity scores is quite similar for treated and controls in
the dairy subsample but is more distinctive in the granivore subsample (see Figure 4 and 5).
This results in a more challenging matching procedure for the granivore subsample in order to
fulfill the common-support assumption. The Greedy matching algorithm finds 104 pairs for
the dairy and 27 pairs for the granivore, which increases the balance of the subsamples for
each selected covariate (see Table 9 and 10 in the Appendix). Balance of covariates is
checked by the t-test, which shows no statistical significant difference on the conventional
levels.
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Figure 4: Distribution of propensity scores for treated (left) and controls (right) in the dairy subsample
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Figure 5: Distribution of propensity scores for treated (left) and controls (right) in the granivore subsample

Using the matched subsamples we can estimate the ATT in the farm income for dairy as
well for granivore farms similar to the procedure when the whole sample is used. The farm
income of treated dairy farms increases in average in the analysed period by about 1,200
Euros more than the control. The t-statistic is very low and therefore the result is not
statistically significant. In contrast, the average development of farm income of treated
granivore farms is 18,600 Euros higher and statistically significant at the 1% level or better
(see Table 6). This reveals the heterogeneity and variability in the average results when the
ATT is estimated with the whole sample.
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Table 6: ATT in the farm income (in Euros) for the subsample of dairy and
granivore farms

Estimate  Std. Error t-stat
Dairy subsample 1,232 2,548 0.477
Granivore subsample 18,612 6,364 2,711 ™

t-test for equally of means: Signif. codes: 0 “****(0.001 “**” 0.01 ‘** 0.05°.0.1 “° 1

Stratification of the heterogeneous sample also leads to an increase in the robustness of the
results. This is shown through the sensitivity analysis in Table 7 and Table 8, where the
statistical significance and the magnitude of the treatment effect changes at a higher parameter
than for the whole sample. For the dairy subsample the ATT is statistical insignificant for the
assumption of randomisation but exceed the 5%-level when the parameter increases by 30%.
In comparison the parameter has to increase by 50% to change the conclusion of the granivore
sample.

Table 7: Rosenbaum bounds parameters for the results for the subsample of dairy

parameter Wilcoxon P-value HL treatment estimate
@)’ Lower bound®> Upper bound® Lower bound® Upper bound’
1 0.309 0.309 1,374 1,374
1.05 0.237 0.388 790 1,892
1.1 0.178 0.469 229 2,327
1.15 0.131 0.547 -321 2,868
1.2 0.095 0.621 -790 3,358
1.25 0.068 0.687 -1,217 3,859
1.3 0.048 0.746 -1,651 4,310
1.35 0.033 0.796 -2,209 4,793
1.4 0.023 0.839 -2,696 5,140
1.45 0.015 0.874 -3,066 5,544
1.5 0.010 0.903 -3,456 6,017
1.55 0.007 0.926 -3,901 6,348
1.6 0.005 0.944 -4,293 6,748
1.65 0.003 0.958 -4,693 7,036
1.7 0.002 0.969 -5,025 7,389

" 0dds of differential assignment due to unobserved factors

% Lower bound significance level (on assumption of under-estimation of treatment effect).
* Upper bound significance level (on assumption of over-estimation of treatment effect).
* Lower bound point estimate (on assumption of under-estimation of treatment effect).

3 Upper bound point estimate (on assumption of over-estimation of treatment effect).
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Table 8: Rosenbaum bounds parameters for the results for the subsample of granivore farms

parameter Wilcoxon P-value HL treatment estimate

(l“)1 Lower bound’ Upper bound’ Lower bound* Upper bound’
1 0.007 0.007 17,261 17,261
1.05 0.005 0.009 16,565 17,733
1.1 0.004 0.012 15,856 18,014
1.15 0.003 0.015 15,207 18,573
1.2 0.002 0.019 14,072 19,169
1.25 0.001 0.024 13,282 19,406
1.3 0.001 0.029 12,766 19,979
1.35 0.001 0.035 12,400 20,817
1.4 0.001 0.041 11,948 21,456
1.45 0.000 0.048 11,497 21,786
1.5 0.000 0.055 11,230 22,160
1.55 0.000 0.063 10,611 22,626
1.6 0.000 0.071 10,073 24,862
1.65 0.000 0.080 9,825 25,003
1.7 0.000 0.090 9,466 25,201

" Odds of differential assignment due to unobserved factors

% Lower bound significance level (on assumption of under-estimation of treatment effect).
* Upper bound significance level (on assumption of over-estimation of treatment effect).
* Lower bound point estimate (on assumption of under-estimation of treatment effect).

* Upper bound point estimate (on assumption of over-estimation of treatment effect).

5 Discussion and conclusions

The heterogeneity of farms and the problem of self-selection are challenging a evaluation of
treatments in agriculture. This is particularly the case for rural development measures, which
have voluntary participation and heterogeneous outcomes. But knowledge about the selection
mechanisms for a certain treatment, in combination with econometric methods, can help to
overcome these problems. Next to Instrumental Variable estimation the Propensity Score
Matching method has become a popular tool in evaluation.

Basically, matching creates a new sample by identifying similar controls for each
participating individual based on observed covariates. The selection of these covariates is a
central issue and of high sensitivity. It is necessary to identify those variables which have the
greatest influence on the decision to participate and on the outcome. PSM uses the probability
of participation for each unit, estimated by a binary regression model, to reduce the matching
dimension to one. In this paper we apply PSM in combination with the Difference-in-
Difference Estimator to assess causal effects in the farm income of the farm-investment
programme in Austria.

The results show a statistically significant and positive ATT (227 farms) in farm income per
year by roughly 7,000 Euros. This might give a quite positive résumé of the farm-investment
support programme in order to enhance the competitiveness of farms. But we cannot be sure
if matching - including the difference-in-difference estimation - could reduce all the selection
bias in the result. Particularly since this analysis deals with heterogeneous data the danger of
hidden bias rises (Rosenbaum, 2005a). Therefore we apply sensitivity analysis to measure the
effects of violation of the independence assumption. The sensitivity analysis for our model
reveals that the causal conclusions are quite vague and can change with only a small amount
of hidden bias. We split the sample in subsamples for the most favoured farm types, dairy and
granivore farms in order to gain more homogenous samples. Then the matching procedure is
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done individually and the resulting effects differ dramatically. Whereas the effect on farm
income for fostered dairy farms (104 farms) is not statistically significant, the effect for
treated granivore farms (27 farms) is more than 18,600 Euros and statistically significant.
Furthermore the results of the sensitivity analysis show that the models applied for the
subsamples are slightly more robust to hidden bias than the model for the whole sample.

The results indicate, on the one hand, that the effect for a small and specific number of farms
exceeds the average effect by a high amount. Therefore the splitting of the sample and the
effects shows a more accurate picture of the treatment. On the other hand, the increased
robustness through sample splitting can be explained by the fact that some group of units, e.g.
different farm types, should not be paired with each other in order to derive causal effects, and
that homogenous samples might also allow more suitable parametric models and coefficient
estimates.

Therefore, especially in the context of agricultural treatment evaluation using observational
studies, the need for homogenous samples is of server importance. Much attention needs to be
focused on the Matching procedure, as the method has to obtain the independence assumption
and the homogeneity in the sample. Even though the Matching procedure is basically a
stratification of the sample, Matching on the estimated propensity score might often be
misleading and encourage hidden biases. A much more effective method would therefore be
the application of exact Matching, where treated and non-treated are exactly matched on their
covariates and perfect stratification is done. This is especially the case when the inclusion of
more covariates cannot describe opting for greater participation. Even though the exact
Matching approach is limited to a small number of matching variables, next to individual
adjustments it allows transparency for non-scientific stakeholders in the evaluation process.
This is particular necessary as practical information is important for finding covariates. A
large amount of work has to be put into pooling information and applying covariates which
are plausible for the institutional environment, in which the study is carried out (Lechner,
2002). Transparency is also necessary, when the results are presented, as Rosenbaum (2010)
argues: “An observational study that is not transparent may be overwhelming or intimidating,
but it is unlikely to be convincing.” (Rosenbaum, 2010, 147).

All in all, we find that matching can help to solve the problems of heterogeneity and self-
selection in agricultural studies. Matching, at least, confronts the researcher with the process
of causal exposure and also the limitations of available data. This is especially relevant in the
context of agriculture, where management decisions are always dependent on the unique
relationship between farm household and the farm enterprise, on-site and political conditions
and also on personal attitudes of the farm manger. All these complex and unobservable factors
make it difficult to explain selection mechanism in agriculture. However, Matching is
definitely a useful tool to balance and pre-process the dataset and understand the direction of
causal relationships. In special circumstances, causal claims can be drawn from the result.

Acknowledgements

We are grateful to the Austrian Federal Ministry of Agriculture, Forestry, Environment and
Water Management (Division II/5S) for funding the project on farm-investment support
programme evaluation.

130



6 Literature

Augurzky, B., J. Kluve (2004): Assessing the Performance of Matching Algorithms - When
Selection into Treatment Is Strong. Forschungsinstitut zur Zukunft der Arbeit,
Diskussionspapier No. 1301

BMLFUW (2010): Griiner Bericht 2010. Wien

Caliendo, M., R. Hujer (2006): The Mircoeconometric Estimation of Treatment Effects — An
Overview. In: Allgemeines Statistisches Archiv 90, 199-215

Caliendo, M., S. Kopeining (2008): Some Practical Guidance for the Implementation of
Propensity Score Matching . In: Journal of Economic Surveys 22 (1), 31-72

Dantler, M., S. Kirchweger, M. Eder, J. Kantelhardt (2010): Analyse der
Investitionsforderung fiir landwirtschaftliche Betriebe in Osterreich. Universitt fiir
Bodenkultur, Institut fiir Agrar- und Forstokonomie, Wien.

Dirksmeyer, W., B. Forstner, A. Margarina, Y. Zimmer (2006): Aktualisierung der
Zwischenbewertung des Agrarinvestitionsforderprogramms (AFP) in Deutschland fiir den
Forderzeitraum 2000 bis 2004. Landeriibergreifender Bericht. Bundesanstalt fiir
Landwirtschaft (FAL), Braunschweig

GANGL, M. (2006): Propensity Score Matching. In: BEHNKE, J., T. GSCHWEND, D. SCHINDLER,
K.-U. ScHNAPP (Eds.): Methoden der Politikwissenschaft: Neuere qualitative und quantitative
Analyseverfahren, Baden-Baden: Nomos Verlag, 251-262.

Gensler, S., B. Skiera, M. Bohm (2005): Einsatzmdoglichkeiten der Matching Methode zur
Beriicksichtigung von Selbstselektion. In: Journal fiir Betriebswirtschaft 55, 37-62

Heckman, J. J., H. Ichimura, J. A. Smith, P. E. Todd (1998): Characterizing Selection Bias
Using Experimental Data. In: Econometrica 66 (5), 1017-1098

Henning, C.H.C.A., J. Michalek (2008): Okonometrische Methoden der Politikevaluation:
Meilensteine fiir eine sinnvolle Agrarpolitik der 2. Sdule oder akademische Finderiibung. In:
Agrarwirtschaft 57(3/4), 232-243

Ho, D.E., K. Imai, G. King, E.A. Stuart (2007): Matching as Nonparametric Preprocessing for
Reducing Model Dependence in Parametric Causal Inference. In: Political analysis 15, 199-
236

Keele, L. (2010): An overview of rbounds: An R package for Rosenbaum bounds sensitivity
analysis with matched data. Available at:
http://www.personal.psu.edu/ljk20/rbounds%20vignette.pdf (14/3/2012)

Lechner, M. (2001): A Note on the Common Support Problem in Applied Evaluation Studies.
University of St. Gallen, Department of Economics, Discussion Paper no. 2001-01

Lechner, M. (2002): Mikrookonomische Evaluation arbeitspolitischer MaBBnahmen.
University of St.Gallen, Department of Economics, Discussion Paper No. 2002-20

Morgan, S. L., Ch. Winship (2007): Counterfactuals and causal inference: methods and
principles for social research. New York: Cambridge University Press.

131



Neyman, J. [1990 (1923)].0On the Application of Probability Theory to Agricultural
Experiments Essay on Principles. In: Sec. 9 Stat. Sci. 5(4):465—72. Transl. DM Dabrowska,
TP Speed

Peel M.J., G.H. Makepeace (2009): Propensity Score Matching in Accounting Research and
Rosenbaum Bounds Analysis for Confounding Variables. Available at SSRN:
http://ssrn.com/abstract=1485734 or http://dx.doi.org/10.2139/ssrn. 1485734 (14/3/2012)

Pufahl, A., CH.R. Weiss (2009): Evaluating the Effects of Farm Programmes: Results from
Propensity Score Matching . In: European Review of Agricultural Economics 36 (1), 79-101

Rosenbaum, P.R. (2002): Observational Studies. New Y ork: Springer.

Rosenbaum, P.R. (2005a): Heterogeneity and Causality. In: The American Statistician, 59 (2),
147-152

Rosenbaum, P.R. (2005b): Sensitivity Analysis in Observational Studies. In: Encyclopaedia
of Statistics in Behavioural Science, 4, 1809-1814

Rosenbaum, P.R. (2010): Design of Observational Studies. New Y ork: Springer

Rubin, D.B. (1977). Assignment to Treatment Group on the Basis of a Covariate. In: Journal
of Educational Statistics, 2, 1-26

Rubin, D.B., P.R. Rosenbaum (1983): The Central Role of the Propensity Score in
Observational Studies for Causal Effects. In: Biometrika 70(1), 41-55

Sekhon, J.S. (2011): Multivariate and Propensity Score Matching Software with Automated
Balance Optimization: The Matching Package for R. In: Journal of Statistical Software 42
(7), 1-52

Smith, J.A., P.E. Todd (2005): Does Matching Overcome Lal.onde’s Critique of
nonexperimental Estimators? In: Journal of Econometrics 125, 305-353

132



Appendix

Table 9: Mean values of variables for participants and controls before and after Propensity-Score Matching for
the dairy subsample

Potential  Potential Selected Selected
participants controls participants controls
Number of farms 108 249 104 104
Dummy region south 0.185 0.225 0.192 0.231
Dummy region west 0.213 0.197 0.192 0.240
Dummy konv farming 0.787 0.767 0.788 0.769
Age 52.824 53.964 52.817 52.154
Labour 1.771 1.636 1.752 1.812
Utilised agricultural area (log) 3.369 3.149 77 3.341 3.320
Share of rented land 0.285 0.224 ° 0.284 0.264
Livestock density 1.292 1.295 1.292 1.291
Share of equity 0.922 0.906 0.925 0.917
Non-farm income (log) 7.718 7.109 ° 7.694 7.925
Livestock (log) 3.412 3.192 77 3.404 3.332
Dairy cows (log) 2.789 2.599 7 2.806 2.761
Pigs (log) 0.796 0.734 0.768 0.793

t-test for equally of means: Signif. codes: 0 “****(0.001 “**’ 0.01 “*” 0.05°.>0.1 <’ 1

Table 10: Mean values of variables for participants and controls before and after Propensity-Score Matching for
the granivore subsample

Pot-e I.mal Potential Selected Selected
participant . .
S controls participants  controls
Number of farms 39 77 27 27
Dummy region south 0.256 0.247 0.111 0.259
Dummy region west 0.000 0.013 0.000 0.000
Dummy konv farming 0.974 0.961 0.963 0.963
Age 51.821 54.208 53.630 53.333
Labour 1.730 1.503 ° 1.687 1.576
Utilised agricultural area (log) 3.565 3.121 77 3.508 3.413
Share of rented land 0.300 0.241 0.262 0.260
Livestock density 1.687 1.560 1.506 1.728
Share of equity 0.904 0.864 0.932 0.940
Non-farm income (log) 7.490 7.218 7.392 7.207
Livestock (log) 3.969 3390 77 3.815 3.812
Dairy cows (log) 0.053 0.073 0.077 0.139
Pigs (log) 5.944 5.404 © 5.947 5915

t-test for equally of means: Signif. codes: 0 “****0.001 “***0.01 “**0.05.> 0.1 “” 1
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Awareness and Attitudes towards Biotechnology
Innovations among Farmers and Rural Population in the
European Union

Luiza Tomal, Livia Maria Costa Madureiraz, Clare Hall3, Andrew Barnes4, Alan Renwick’

Abstract: The paper analyses the impact that European Union (EU) farmers’ and rural
population’s awareness of biotechnology innovations and access to/trust in information on these
issues (amongst other a priori determinants) have on their perceptions of risks and benefits of the
applications of biotechnology innovations, and attitudes towards their implementation in practice.
We employ structural equation models (SEM) with observed and latent variables. SEM is a
statistical technique for testing and estimating relationships amongst variables, using a
combination of statistical data and qualitative causal assumptions. We use an Eurobarometer
dataset (2010) about awareness/acceptance of biotechnology innovations and run SEM models for
ten EU countries, which include older and newer Member States. The variables included are socio-
demographics, access to biotechnology information, trust in information sources on biotechnology
innovations, attitudes towards the importance and impact of science and technology on society,
perceptions of the risks and benefits of the applications of biotechnology innovations and attitudes
towards their implementation in practice. Results between the different EU countries are
comparable and, alongside other determinants, trust in information sources will significantly
impact perceptions of risks and benefits of the applications of biotechnology innovations, and
attitudes towards their implementation in practice. This underlines the importance of information
and knowledge to acceptance of biotechnology innovations, which should be a key point on
policy-makers’ agenda of developing the economic and environmental efficiency in the
agricultural sector and rural sustainability in Europe. Increasing awareness of biotechnology
innovations that safeguard people and the environment in order to enable informed debate and
decisions will help enhance sustainability of rural areas.

Key words: biotechnology innovations, farmers and rural population, European Union,
information and knowledge, biotechnology attitudes, structural equation models.

1 Introduction

Feeding a growing population against limited resources and mitigating climate change imply
an increasing need for innovation, which requires a coordinated effort from decision makers,
industry and the public. Capitalising on innovations offered through agricultural
biotechnology will contribute to increase the economic and environmental efficiency in the
agricultural sector and rural sustainability in Europe. Hence, awareness of biotechnology
innovations amongst both industry (e.g., farmers) and the public (e.g., rural population as a
whole) is a key factor influencing their attitudes and potentially leading to positive
behavioural change.

There is an increasing literature analysing people’s biotechnology attitudes (Allum et al.,
2008; Bauer, 2005; Bruhn, 2003; Durant et al., 2000; European Commission, 2008; European
Commission, 2010; Frewer et al., 1996, Phipps and Park, 2002; Teisl et al., 2002). They state
that knowledge and information are significant factors influencing attitudes and perceptions of
biotechnology.
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The paper analyses the impact that European Union (EU) farmers’ and rural population’s
awareness of biotechnology innovations (biofuels, resistance to disease in apples, genetically
modified food, animal cloning) and trust in information on these issues (amongst other a
priori determinants) have on their perceptions of risks and benefits of the applications of
biotechnology innovations, and attitudes towards their implementation in practice.

2 Data and Methods

2.1 Data

The data used in this study were extracted from the Dataset Eurobarometer 73.1: Life
Sciences and Biotechnology. The Eurobarometer survey was carried out by TNS Opinion &
Social through face-to-face interviews of citizens in the 27 Member States of the European
Union plus Croatia, Iceland, Norway, Switzerland and Turkey (Eurobarometer, 2010).

The original database includes data on socio-demographics (education, gender, age,
occupation, number of children living in the household, religion, political affiliation,
perceived level in society); access to biotechnology information; trust in information sources
on biotechnology innovations; attitudes towards the importance and impact of science and
technology on society; perceptions about biotechnology regulation; perceived responsibility
to ensure that biotechnologies benefit everyone; interest about scientific discoveries and
technological developments; perceptions about public involvement in decision-making about
science and technology; perceptions of the risks and benefits of the applications of
biotechnology innovations; and attitudes towards their implementation in practice. The
questionnaire included explanatory statements about biotechnologies.

We selected datasets for ten countries (Great Britain, Austria, Belgium, Finland, France,
Netherlands, Poland, Portugal, Slovakia and Slovenia). The countries have a good
geographical coverage (Western, Northern, Southern and Central-Eastern Europe) and include
old and new European Union (EU) member countries. A main reason for the choice of
countries was to analyse populations at the opposite ends as regards their attitudes towards the
implementation in practice of biotechnology innovations. Namely, as regards their attitudes
towards biotechnology developments to increase resistance to disease in apples, Poland and
Finland support the concept, while Slovenia does not. As regards their attitudes towards
biofuels, Slovakia and Netherlands support the concept, while Austria does not. As regards
their attitudes towards cloning, Slovakia and Slovenia support the concept, while Belgium and
France do not. As regards their attitudes towards genetically modified foods, Great Britain
and Portugal support the concept, while France does not. The datasets have between 110 and
261 observations. The variables included in the analysis are socio-demographic (gender, age,
number of children (0-14 years old) living in the household, education, occupation — farmer,
religion), trust in information sources on biotechnology issues, self-assessed level of
biotechnology information, perceptions about risks and benefits of the applications of
biotechnology innovations, and attitudes towards the implementation in practice of
biotechnology innovations.

2.2 Method

We use structural equation models (SEM) with observed and latent variables to test the
influence of a priori identified determinants on attitudes towards biotechnology innovations.
SEM is a statistical technique used to test and estimate causal relationships amongst variables,
some of which may be latent, based on a combination of statistical data and qualitative causal
assumptions. Latent variables are not directly observed but inferred from other variables that

135



are directly measurable (Bollen, 1989). The concept of causality may be controversial
(Mueller, 1996), however, SEM is not intended to ascertain causes but to assess the accuracy
of the causal relationships a priori identified in the literature. Hence, SEM is mostly used as a
confirmatory analysis/theory testing tool.

SEM may consist of two components, namely the measurement model (which states the
relationships between the latent variables and their constituent indicators), and the structural
model (which designates the causal relationships between the latent variables). The
measurement model resembles factor analysis, where latent variables represent ‘shared’
variance, or the degree to which indicators ‘move’ together. The structural model is similar to
a system of simultaneous regressions, with the difference that in SEM some variables can be
dependent in some equations and independent in others.

The model is defined by the following system of equations in matrix terms (Joreskog and
Sérbom, 2007):

The structural equation model: n=Bn+Té+{ (1)
The measurement model for y: y=An+e @)
The measurement model for x: x=AE+0 3)

Where: 77 is an mx1 random vector of endogenous latent variables; £ is an nx1 random vector
of exogenous latent variables; B is an mxm matrix of coefficients of the 7 variables in the
structural model; T is an mxn matrix of coefficients of the & variables in the structural
model; ¢ is an mx1 vector of equation errors (random disturbances) in the structural model; y
is a pxl vector of endogenous variables; x is a gx1 vector of predictors or exogenous
variables; A is a pxm matrix of coefficients of the regression of y on 7; A, is a gxn matrix

X

of coefficients of the regression of x on & ; € is a px1 vector of measurement errors in y; O
is a gx1 vector of measurement errors in x.

The paper estimates SEM with the normal-theory maximum likelihood (MLE) method using
the statistical package Lisrel 8.80 (Joreskog and Sorbom, 2007).

Latent variables and indicators

Table 1 presents a description of the latent variables and their corresponding indicators. There
are nineteen latent variables with their corresponding 48 indicators forming sixteen models,
namely: three models estimating the impact of determinants on attitudes towards genetically
modified foods (Great Britain, France, Portugal); six models estimating the impact of
determinants on attitudes towards artificially introducing either a resistance gene from another
species or a gene that exists naturally in wild/crab apples into an apple tree to make it resistant
to mildew/scab (Poland, Slovenia, Finland); three models estimating the impact of
determinants on attitudes towards biofuels (Austria, Slovakia, Netherlands); and four models
estimating the impact of determinants on attitudes towards cloning (Belgium, France,
Slovenia, Slovakia).

Table 2 presents a series of descriptive statistics for the indicators of the latent variables
included in the models.
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Table 1. Description of latent variables and their corresponding indicators

‘L/:rtf;;[le Indicator ~ Statement Variable type
genders  gender gender dichotomous
ages age age categorical
childs child number of children (0-14 years old) living in the household categorical
educs educ education categorical
farmers  farmer occupation - farmer dichotomous
relig religl God beliefs categorical
info infol How informed do you feel about new medical discoveries ordinal-three-point Likert scale
info2 How informed do you feel about new scientific discoveries and technological developments ordinal-three-point Likert scale
infojobl  Trust in newspapers, magazines and television which report on biotechnology dichotomous
infojob2  Trust in industries which develop new products with biotechnology dichotomous
infojob3  Trust in university scientists who conduct research in biotechnology dichotomous
infojob4  Trust in consumer organisations which test biotechnological products dichotomous
infojob infojob5  Trust in environmental groups who campaign about biotechnology dichotomous
infojob6  Trust in national government making laws about biotechnology dichotomous
infojob7  Trust in retailers who ensure our food is safe dichotomous
infojob8  Trust in the European Union making laws about biotechnology for all EU Member States dichotomous
infojob9  Trust in ethics committees who consider the moral and ethical aspects of biotechnology dichotomous
infoj10  Trust in medical doctors dichotomous
gmaware gmohear Have you ever heard of genetically modified (or GM) foods before? dichotomous
gmoatdl  GM food is good for your country's economy ordinal-four-point Likert scale
gmoatd2  GM food helps people in developing countries ordinal-four-point Likert scale
gmoatd  gmoatd3 GM food is safe for future generations ordinal-four-point Likert scale
gmoatd4  GM food is safe for your health and your family’s health ordinal-four-point Likert scale
gmoatd5 GM food does no harm to the environment ordinal-four-point Likert scale
gmo gm The development of GM food should be encouraged ordinal-four-point Likert scale
appatdo Artificially introducing a resistance gene from another species into an apple tree to make it
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resistant to mildew/scab:

appatdol  is a promising idea ordinal-four-point Likert scale
appatdo2  would still mean that eating apples will be safe ordinal-four-point Likert scale
appatdo3  will harm the environment ordinal-four-point Likert scale
appatdo4  is fundamentally unnatural ordinal-four-point Likert scale
appatdo5 makes you feel uneasy ordinal-four-point Likert scale
appleo appatdo6  should be encouraged ordinal-four-point Likert scale
Artificially introducing a gene that exists naturally in wild/crab apples which provides
resistance to mildew/scab:
appatdsl  will be useful ordinal-four-point Likert scale
appatds  appatds2  will be risky ordinal-four-point Likert scale
appatds3  will harm the environment ordinal-four-point Likert scale
appatds4  is fundamentally unnatural ordinal-four-point Likert scale
appatds5 makes you feel uneasy ordinal-four-point Likert scale
apples appatds6  should be encouraged ordinal-four-point Likert scale
statd] Even if it brings no immediate benefits, research adding to knowledge should be supported ordinal-five-point Likert scale
by Government
statd statd? New inver_ltions will always be found to counteract any harmful effect of scientific/ ordinal-five-point Likert scale
technological developments
statd3 The benefits of science are greater than any harmful effects it may have ordinal-five-point Likert scale
biofuels  biofuel To what extent do you think biofuels should be or not be encouraged? ordinal-four-point Likert scale
sbiofuel  To what extent do you think sustainable biofuels should be or not be encouraged? ordinal-four-point Likert scale
clonatl Animal cloning in food production is good for your country's economy ordinal-four-point Likert scale
clonat2  Animal cloning in food production helps people in developing countries ordinal-four-point Likert scale
clonat clonat3 Animal cloning in food production is safe for future generations ordinal-four-point Likert scale
clonat4  Animal cloning in food production is safe for your health and your family’s health ordinal-four-point Likert scale
clonat5  Animal cloning in food production does no harm to the environment ordinal-four-point Likert scale
cloning  clon Animal cloning in food production should be encouraged ordinal-four-point Likert scale

* Some of the variables described above were measured on a four-point Likert scale (as originally designed in the Eurobarometer questionnaire), which excluded the middle

alternative of ‘neither agree nor disagree’. The literature is divided as regards the impact the number of scale points used for Likert-type items have on the reliability of responses.
After reviewing a number of studies with contradictory results, Alwin and Krosnick (1991) found that five-point scales are not more reliable than four-point scales and that middle
alternatives may lower reliability of measurement (they may become more valuable in longer response forms, e.g., seven-point scales). In addition, the original options of response in
the Eurobarometer questionnaire included the ‘don’t know” option, which would account to some extent for the ambiguous opinions, usually captured by the neutral ‘neither agree
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nor disagree’. While, again, not straightforward, this might increase reliability/reduce reliability errors by filtering out respondents with wide latitudes of acceptance/rejection (Alwin

and Krosnick, 1991). In our analysis we treated the ‘don’t know’ responses as missing data and discarded those observations.

Table 2. Descriptive statistics (mean and standard deviation) for the variables

GMO Apple Biofuels Cloning
GB FR PT PL SI AT SK NL BE FR SI SK

Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std
gender 1.59 493 1.56 498 1.55 .499 1.53 .500 1.52 .502 1.50 .501 1.58 .495 1.51 .501 1.53 .500 1.59 .493 1.53 .500 1.58 .495
age 4.04 1.593 3.47 1.779 3.69 1.670 3.92 1.597 3.70 1.499 3.34 1.519 3.75 1.634 3.96 1.651 3.89 1.684 3.92 1.597 3.37 1.664
child 62 898 39 772 .60 1.021 .33 .711 41 792 .69 997 40 840 .53 930 .33 711 .68 .98l
educ 3.43 1.098 2.62 1.010 3.21 975 3.36 1.049 296 .922 3.17 .688 3.69 1.104 3.52 1.135 3.36 1.049 3.17 .690
farmer .05 .209 .11 316 .05 .222 .11 .310 .08 .274 .11 .318 .12 .324 .06 .243 .15 .359 .10 .307 .14 352 .08 274 .09 .280
religl 1.81 .773 2.09 830 1.29 .574 1.14 413 1.89 .778 1.68 .698 1.56 .674 1.30 .591 1.90 792 2.18 .837 1.89 .778 1.38 .667
infol 2.10 .649 1.95 572 2.60 .574 2.39 576 2.40 .598
info2 2.20 .688 2.04 .607 2.64 .532 249 .633 2.27 .611 237 .598 245 .622 2.53 .560 2.35 .628 2.06 .632 227 .611 247 .629
infojobl 142 496 1.16 365 1.13 .341 1.16 366 1.10 .298 1.48 .501
infojob2 1.09 291 1.13 .337 1.16 .366
infojob3 1.06 238 1.08 276 1.08 271 1.17 .376 1.06 231 1.03 .180 1.06 .241 1.06 .234 1.17 376 1.13 341
infojob4 1.12 .325 1.10 .296 1.06 .242 1.05 223 1.07 263 1.31 .465 1.19 .391
infojob5 1.31 .465 1.09 284 1.27 443 135 479 1.20 399 1.27 .443
infojob6 1.47 .503 392
infojob7 1.29 454 .379
infojob8 1.52 .503 1.30 .459 1.14 343
infojob9 1.23 424
infoj10 1.08 268 1.12 .329 1.12 .323 1.10 .296 1.12 .323
gmohear 1.12 328 1.46 .500
gmoatdl 2.44 .698 2.95 .859
gmoatd2 2.66 .944 2.54 866
gmoatd3 2.56 .785 3.30 .771 2.90 .779
gmoatd4 2.55 .884 3.20 .885 3.02 .865
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gmoatd5 3.16 .926

gm 2.70 .893 3.23 877 2.94 819

appatdol 254 976 298 971 2.73 989

appatdo2 2.83 .955 3.22 .803 3.00 .900

appatdo3 218 915 1.95 .895 2.08 .870

appatdod 176 692 154 754 1.75 .797

appatdos 196 814 170 815 221 974

appatdo6 2.85 986 328 813 3.02 949

appatds1 197 887 2.43 1.017 2.02 .934

appatds2 247 932 238 982 258 936

appatds3 259 959 2.44 1.027 2.67 .887

appatds4 234 950 2.00 .980 2.60 .878

appatds5 247 934 225 1.016 2.75 .984

appatds6 221 991 2.60 1.022 2.16 1.039

statd1 2.68 1.099 2.05 915

statd2 249 850 2.52 .887

statd3 270 879 2.59 .902

biofuel 194 873 1.62 .642 2.00 910

sbiofuel 174 765 154 622 143 .629

clonatl 3.17 720 322 847 347 717 2.93 805
clonat2 284 884 3.08 913 3.00 .946 2.69 .837
clonat3 3.12 768 3.45 703 3.33 .829 2.97 .809
clonatd 315 787 3.41 794 343 789 3.06 .834
clonats 291 856 3.16 911 3.02 1.007 2.83 .819
clon 339 709 3.56 .665 3.45 766 3.08 .775
Sf‘gple 110 197 231 196 233 133 261 224 192 220 242 233 222
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3 Results and Discussion

We tested the models and the path diagrams for the estimated models are conceptually
presented in Figure 1 to Figure 4 °.

educs

Figure 1. Conceptual diagram for ‘apple’ models

statd

Figure 2. Conceptual diagram for ‘biofuels’ models

6 Path diagrams for each of the 16 models (standardised solution) are available on request.
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@ R r info

Figure 4. Conceptual diagram for ‘GM’ models

All models have a good fit according to the measures of absolute, incremental and
parsimonious fit (Hair et al., 2006). The main goodness of fit (GoF) indicators (estimated and
recommended values) for the estimated models are presented in Table 3.
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Table 3. Goodness of fit indicators

GoF indicators GMO Apple-other species Apple-same species Biofuels Cloning Recommended
GB FR PT PL SI FI PL SI FI AT SK NL BE FR SI SK value

Degrees of 52 132 100 90 111 29 8 105 32 59 98 12 126 124 124 8l

Freedom

Normal Theory Low

Weighted Least 96.97 166.16 188.46 123.79 146.85 64.94 129.31 110.22 68.10 143.91 130.76 12.04 204.34 160.47 152.87 249.29
Squares Chi-Square

Normed chi-square 1.86 1.26 1.88 138 132 224 1.52 1.05 213 244 133 1.00 1.62 129 123 3.08
Root Mean Square

Error of Approx. 0.089 0.036 0.062 0.044 0.037 0.097 0.052 0.01 0.092 0.074 0.039 0.0043 0.053 0.035 0.032 0.097
(RMSEA)
Non-Normed Fit
Index (NNFI)
Comparative Fit
Index (CFI)
Incremental Fit
Index (IFI)
Standardised Root
Mean Square 0.097 0.058 0.074 0.065 0.064 0.058 0.057 0.046 0.075 0.057 0.056 0.043 0.069 0.056 0.056 0.060
Residual (SRMR)
Goodness of Fit
Index (GFI)
Adjusted Goodness
of Fit Index (AGFI)

0.76 0.89 0.81 0.88 086 092 074 1.00 094 081 087 1.00 0.80 0.85 090 0.3

0.81 091 086 091 089 096 0.82 1.00 096 088 090 1.00 0.83 088 092 0.89

082 092 086 091 089 096 0.83 1.00 096 088 091 1.00 0.84 088 093 0.89

087 092 091 093 093 092 092 096 091 093 094 098 091 093 093 0.88

0.81 0.88 0.87 089 09 0.81 088 094 0.82 087 090 096 087 091 091 0.79

[1-3]

<0.10

>0.90

>0.90

>0.90

<0.08

>0.90

>0.90
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Additional testing of the appropriateness of the models was achieved by comparing each of
the estimated models with other models that acted as alternative explanations to the proposed
models, in a competing models strategy (we used a nested model approach, in which the
number of constructs and indicators remained constant, but the number of estimated
relationships changed). The results across all types of goodness-of-fit measures favoured the
estimated models in most cases. Therefore, we confirmed the accuracy of the proposed
models and discarded the competing ones.

An acceptable level of overall goodness-of-fit does not guarantee that all constructs meet the
requirements for the measurement and structural models. The validity of the SEM was
assessed in a two-step procedure, the measurement model and the structural model.

In the measurement model we tested the reliability of the single-indicator latent variables,
namely we tested the ‘theory-testing extremes’ of reliability within the range of 0.7 to 1 (Ping,
2008) and determined that none of the structural coefficients became non-significant at these
extremes. The reliability of the single-indicator latent variables was assumed the value of
0.99.

After assessing the overall model and aspects of the measurement model, the standardised
structural coefficients for both practical and theoretical implications were examined. Table 4
presents the standardised total effects on the variables representing the perceived risks and
benefits of the applications of biotechnology innovations, and attitudes towards the
implementation in practice of biotechnology innovations, of all the other latent variables
included in each of the sixteen models.
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Table 4. Standardised total (direct and indirect) effects on behavioural latent variable (t-values in parentheses)

Observed/ latent variables

GMO Apple-other species Apple-same species Biofuels Cloning
FR PT PL SI FI PL SI FI AT SK NL BE FR SI SK

Total effects on perceived risks and benefits of the applications of biotechnology innovations

Total effects on ‘gmoatd’ Total effects on ‘appatdo’ Total effects on ‘appatds’ Total effects on ‘statd’ Total effects on ‘clonat’

0.09 -0.02 0.02 0.29 0.12 0.11 0.27 0.22 0.01 0.06 0.04
genders (328) (-1.74) (1.76) (2.50) (2.09) (2.17) (2.65) (3.17) (1.42) (1.07) (2.55)
ages 0.00  0.03 0.00 0.27 0.00 0.01 0.21
0.07) (2.12) (-0.87) (3.40) (0.94) (1.24) (4.77)
childs 0.08  -0.02 0.31 0.13
(2.12) (-0.61) (4.18) (3.26)
educs -0.11 -0.01  0.00 -0.03  -0.06 -0.05 -0.01 -0.01 0.00 0.22
(-3.03) (-1.65) (-1.34) (-0.94) (-1.83) (-0.61) (-1.33) (-1.31) (-1.07) (1.27)
farmers -0.11  0.06 -0.02 0.03 -0.39 0.04 -0.36 0.17 0.01 0.18 -0.13
(2.65) (2.76) (-2.02) (1.83) (-3.48) (2.13) (-3.50) (2.89) (0.18) (3.05) (-2.11)
relig -0.13  -0.05 -0.11 0.14 -0.07 -0.06 -0.07 0.00 -0.07 -0.05
(-3.98) (-2.07) (-2.23) (2.74) (-1.34) (-1.94) (-2.08) (-1.06) (-1.61) (-1.66)
info -0.14  0.16 0.03  0.04 0.13 -0.15  -0.15 0.53 0.06 0.06 0.03 0.28
(2.61) (2.39) (1.84) (1.84) (1.32) (-1.70) (-1.65) (5.97) (1.64) (1.73) (1.18) (4.83)
infojob 039 031 0.18 0.19 038 030 -0.35 045 029 0.14 0.60
(331) (2.24) 2.01) (2.51) (320) (2.99) (-5.21) (3.25) (2.55) (2.40) (8.09)
gmaware 0.17
(3.07)
Total effects on attitudes towards the implementation in practice of biotechnology innovations
Total effects on ‘gmo’  Total effects on ‘appleo’ Total effects on ‘apples’ Total effects on ‘biofuels’ Total effects on ‘cloning’
0.17 0.02  -0.02 0.02 0.25 0.08 0.09 0.23 0.05 0.18 0.05 0.01 0.04 0.13
genders (234) (0.95) (-1.75) (1.76) (2.45) (2.10) (2.17) (2.75) (2.15) (3.05) (2.09) (1.44) (1.06) (4.33)
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0.00  0.00 0.00 0.06 -0.02  0.00 0.01 0.14
ages

0.07) (0.90) (:0.73) 221) (0.35) (0.95) (1.26) (4.84)
hilds 0.08 -0.01 0.04 -0.18 0.06
@.11) (-0.61) (1.90) (-2.58) (2.03)
cducs 018 004 -0.01  0.00 -0.06  -0.05 0.08  -0.02 001 -0.01 -0.01 028
(3.44) (3.11) (-1.66) (-1.34) (-1.67) (-1.83) 2.47) (-1.50) (-1.34) (-1.33) (-1.43) (2.04)
farmers 010 001 -001 003 007 -0.19 005 2027 019 004 -007 019 001 025 0.00
(2.64) (026) (-2.01) (1.83) (1.42) (2.03) (2.24) (330) (292) (0.61) (-220) (2.97) (0.18) (5.04) (-0.09)
el 003 -002 -005 -0.08 010 005 -0.06 -005 -0.02 0.00 -0.10 -0.03
(-1.89) (-0.97) (-2.08) (2.23) (1.97) (1.08) (-1.34) (-1.93) (-1.69) (-1.06) (-1.65) (:0.94)
. 013 017 009 003 003 009 -007 -0.2 009 012 012 007 008 005 021
info (2.60) (249) (249) (1.85) (1.84) (1.32) (-1.04) (-1.65) (1.67) (2.62) (1.67) (1.65) (1.78) (1.72) (3.25)
infojob 035 035 -037 0.8 014 -042 045 025 -029 037 071 020 050 042 026 0.63
(329) (232) (-534) (2.02) (2.51) (-10.35) (3.62) (2.99) (-496) (537) (3.03) (1.99) (3.36) (2.72) (2.77) (12.85)
gmaware 0.15 0.11
2.01) (3.10)
089 095 0.64
gmoatd 457) (5.97) (5.73)
097 071 073
appatdo (5.81) (6.16) (11.76)
appatds 069 083 083
(5.05) (6.71) (10.42)
022 020
statd (2.78) (2.40)
dlomat 082 096 062 0.68

(5.64) (5.06) (5.79) (13.16)
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Table 4 shows that the only variables which are significant in all models are variables
‘infojob’ and ‘gmaware’.

The variance explained in the ‘gmo’ models varies from 37% in France, 40% in Great Britain
to 51% in Portugal. The variance explained in the ‘apple-same species’ models varies from
32% in Poland, 36% in Slovenia to 65% in Finland. The variance explained in the ‘apple-
other species’ models varies from 35% in Slovenia, 36% in Poland to 65% in Finland. The
variance explained in the ‘biofuels’ models varies from 14% in Netherlands, 25% in Austria
to 30% in Slovakia. The variance explained in the ‘cloning’ models varies from 35% in
Belgium, 42% in France, 43% in Slovenia to 54% in Slovakia.

In terms of individual effects, perceptions about risks and benefits of the applications of
biotechnology innovations (biofuels, resistance to disease in apples, genetically modified
food, animal cloning) have the strongest i